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Abstract: Experiments have been conducted near the site of AMCOR
Borehole 6010 on the New Jersey Shelf to evaluate propagation predictability
in sandy shallow-water environments. The influence of a nonlinear frequency
dependence of the sediment volume attenuation in the uppermost sediment
layer at this location is examined. Previously it was determined that a fre-
quency power-law exponent of 1.5 was required for the best modeling of ex-
perimental results over the band 50—1000 Hz. The approach here references
the attenuation to an accepted value at 1 kHz and makes extensive compari-
sons between measurements and calculations, to determine a power-law ex-
ponent of 1.85+0.15.
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1. Introduction

The focus of this work is an analysis of the frequency dependence of sediment volume attenu-
ation. Experimental evidence from many investigators, summarized in Ref. 1, shows that the
accurate calculation of transmission loss in shallow-water waveguides with sandy-silty bottoms
requires a nonlinear frequency dependence for the intrinsic attenuation in the upper sediment
layer for frequencies between 100 Hz and 1 kHz. The previous results show that a nonlinear
dependence in such environments is not a new finding. For instance, experiments have been
conducted on the coastal margins and seas, with bottom sediment layers often formed by depo-
sition of sand and silt, at locations including the West Coast of Florida, the New Jersey Shelf
and near the Hudson Canyon, the Korean Strait, and the East and South China Sea. These ex-
periments, over many mid-range frequencies and in areas with known geophysical sediment
properties as functions of depth, confirm the requirement of nonlinear frequency dependence of
the effective upper sediment attenuation.

This paper is motivated by transmission loss (TL) results obtained on the New Jersey
Shelf near AMCOR Borehole 6010. These experiments, during October 1988 and September
1993, were designed to study acoustic influences of environmental parameters such as range-
dependent bathymetry, sub-bottom structure, sound speed variability, and sea state.” Several
50—-1000 Hz continuous-wave transmissions were performed, both parallel and perpendicular
to the New Jersey Shelf break, close to the region of a major experiment in August 2006. This
site has relatively well studied geoacoustic properties, and both experiments were conducted
under similar downward-refracting conditions, with supporting measurements of salinity, tem-
perature, and sound speed. Here we analyze the acoustic measurements from the longer
(26 km) of the two runs parallel to the shelf break, with slowly varying depth (70—74 m in
1988, and 71-77 m in 1993).3 Other than the small differences in bathymetry, the geometries
for the two experiments were essentially the same. The source depths were 36 m in 1988 and
30 m in 1993, and the vertical receiver arrays were located in the bottom two thirds of the water
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column (with data used from 42.5, 57.5, and 73 m in 1988, and from 43.1, 52.6, and 69.7 m in
1993). A detailed description of the experiments is contained in Carey et al’

In the first extensive analysis of these experiments by Evans and Carey,3 parameters
that characterize the nonlinear dependence of attenuation are referenced to the value at a fre-
quency of 50 Hz, with a power-law exponent increase to a frequency of 1 kHz. In contrast, we
use an estimate of the attenuation at 1 kHz based on the work of Hamilton* and determine the
power-law decrease to lower frequencies. This eliminates some environmental uncertainty,
since the value of the actual attenuation at 50 Hz is small. The sound speed profiles were reex-
amined to obtained representative profiles.

In Sec. II we present our hypotheses. The comparison of measured and calculated TL
is described in Sec. 111, and conclusions are summarized in Sec. I'V.

2. Hypotheses

We examine the consequences of frequency dependence of the sediment volume attenuation in
the uppermost sediment layer. The analysis uses a power-law form of the frequency depen-
dence, with exponent 7, based on many previous investigations that are described by Holmes et
al." The nonlinear frequency dependence of attenuation is assumed to occur only in the upper
(typically 5 m) sediment. We will describe the excellent agreement between measured and cal-
culated sound transmissions that can be obtained when the value of » is between 1.7 and 2. The
metric used for the influence of the nonlinear frequency dependence of attenuation on the range
decrease of TL is an effective attenuation coefficient (EAC). This quantity is derived from
range- and depth-averaged TL for both measurements and calculations. The TL calculations use
measured geophysical properties and range-dependent bathymetry, along with water sound
speed profiles derived from measurements. The frequency power-law exponent is allowed to
vary until a comparison between measured and calculated EACs is achieved within acceptable
bounds.

One significant change from the procedure used by Evans and Carey3 is that the intrin-
sic sediment attenuation model is modified for a reference frequency at 1 kHz instead of 50 Hz.
The surface value of the attenuation profile is taken to be consistent with Hamilton’s results at
1 kHz" and other recent results.” Our principal hypothesis is that for sandy-silty bottoms in the
frequency range 100 Hz to 1 kHz, the effective sediment attenuation follows a nonlinear fre-
quency dependence with power-law exponent within the interval 1.5 and 2.0, and the near-
surface attenuation at 1 kHz is within the range 0.3-0.4 dB/m.

Figures 1 and 2 include all measured water sound speed profiles for the 1988 and 1993
experiments. The representative profiles used in previous calculations® were found by consid-
ering the mean of the collected profiles and examining variations from that mean, based on
known information about other profiles in the area. Our approach seeks an effective represen-
tative sound speed profile for each track that is considered successful if averaged TL results
from parabolic equation calculations give good agreement between measured and computed
EACs over a band of frequencies and parameter cases. We investigated variations of the 1988
profiles given in Fig. 1 and found that the profile employed by Evans and Carey3 (thick curve)
gives the best agreement between measured and calculated EACs. The profile used for the 1993
experiment calculations is based on all the measured profiles and is indicated by the thick curve
in Fig. 2, which has different thermocline characteristics than that used in Ref. 3. We analyze
frequencies greater than 400 Hz because at lower frequencies, attenuation values are small and
the field has relatively few modes.

An implicit hypothesis in our analysis is that for an incremental sediment volume
(sides small compared to a wavelength), the sediment can be regarded as homogeneous and
isotropic. Consequently, the Lame constants N and u along with a density p,, describe the ho-
mogenized sediment-water mixture. This implies that the sediment moduli are the constants
B,,=\+(2/3)u and G,,=pu. Tt follows that the compressional and shear wave speeds can be
calculated using the formulas
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Fig. 1. 1988 experiment: measured water sound speed profiles and effective profile (thick curve) used in calculations.
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Therefore, the variations with depth z for the compressional and shear wave speeds should be

proportional
Cn C Bn
?8 = G_,,i = (constant) (2)
In addition we have
B,=B,,(1-iB), G,=G,,(1-il), (3)

where — and —{ are loss factors and B,,, and G, are mean values of B,, and G,,. For the plane
wave approximation, we write the wave number k& in exp(ikr) as

[ om(l
=——= 1 +i =k, + 4
Cone “’/ Ve / N o ’zcmm @
This implies that exp(ikr) =exp(ik(,r— ar), where the intrinsic attenuation a(z) is
wf
o) = T ). (5)

Since B,,, and p,,(z) are determined from geophysical measurements and empirical relation-
ships, we can find the mean compressional sound speed profile C,,,.(z) and then the attenuation

J. Acoust. Soc. Am. 122 (2), August 2007 Dediu et al.: Statistical analysis of sound transmission results EL25



Dediu et al.: JASA Express Letters [DOI: 10.1121/1.2754077] Published Online 11 July 2007

Depth (m)

80
147 148 148 151 152 153 154
Sound Spead {km/s)

Fig. 2. 1993 experiment: measured water sound speed profiles and effective profile (thick curve) used in calculations.

profile from Eq. (5). Note that the factor 8in Eq. (5) is specified by one value of the attenuation,
conveniently taken at the water-sediment interface.

3. Data analysis

Transmission loss calculations are performed using the parabolic approximation method, which
produces accurate one-way propagation solutions for range-dependent environments in
shallow-water channels. The source and receiver depths are interchanged by the principle of
re01proc1ty to 51mphfy the computatlons In addition, the geoacoustics is simplified by neglect—
ing shear properties, since previous work® concluded that shear effects are evidently not impor-
tant at the experimental frequencies in this waveguide. From Sec. II the nonlinear frequency
dependence of the attenuation is taken as

alz,f) = alz j—{)n 6
(z.f) (Jo)(fo, (6)

where f; is the reference frequency 1 kHz, n is the frequency power-law exponent, and a(z,f;)
is the intrinsic attenuation profile (in dB/m) at 1 kHz. The objective is to determme the param-
eters n and a(z,f;), using the known range of values for a(z,f;) from Hamilton.* From Eq. (5)
itis only n and a(H , f;) that need to be found, where H is the water depth. These two are the only
free parameters in the analysis, because other geophysical properties, geoacoustic profiles,
sound speed profiles, and bathymetry are all specified independently prior to the TL calcula-
tions.

Comparisons between measured and calculated TL follow generally the procedure in
Ref. 3. The measured and calculated EACs are the comparison metrics and are defined as fol-
lows. For each receiver the measured and calculated TL data are first range averaged to mini-
mize effects of noise and modal interference over the interval 3—21 km using a 1 km window.
Calculated sample points are 50 m apart, and measured sampled points are separated by be-
tween 35 and 230 m. The window-averaged measured and calculated TL are each fit using the
expression

TL = ayyr+ b+ 10log(r), (7)

where 7 is range in m, a.g is the EAC in dB/m, the second term b on the right is a mean level,
and the third term is cylindrical spreading. Thus, EACs are slopes of the least-squares fit of the
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Fig. 3. Mean square errors obtained for different values of «(73,1 kHz) and exponents from 1.5 to 2.0.

range-averaged reduced TL. We obtain measured-computed EAC pairs for each frequency and
parameter value, and average these pairs over the three receivers to minimize the depth variabil-
ity. Appropriate ranges for the values of surficial attenuation a(H, 1 kHz) (with H=73) and n
are based on agreement between measurements and calculations. The agreement is based on
three steps. First, the minimum mean square error (MSE) about a line with slope one is found.
Then, unlike Ref. 3, unweighted least-squares fits are used to compare measured and computed
EAC pairs. Finally, the goodness of fit of the measured to calculated data is assessed.
First, the minimum MSEs are obtained by minimizing over «(73,1 kHz) and n

N

1

NZ (aeff(f)calc,i - aeff(f)meas,i)z» (8)
=1

where N=8 is the number of frequencies available and a. for measurements and calculations
are given in Eq. (7) and depend on frequency. The MSEs for different values of a(73,1 kHz)
and n are plotted in Fig. 3. As the exponent increases, the MSEs decrease. Also, each set of MSE
symbols has a minimum for certain «(73,1 kHz) values: for exponents n=1.5 and 1.6, the
minimum is at 0.35 dB/m; for n=1.7 and 1.8, at 0.33 dB/m; and for »=1.9 and 2.0, at
0.37 dB/m. Consequently, we estimate the range of a(73,1 kHz) from 0.33 to 0.37 dB/m and
the range of n from 1.7 to 2.0. The minimum MSE for these parameter values varies between
0.0053 and 0.0042, for a maximum of about 25%.

Next, we obtain the linear least-squares fit of the measured and computed EAC pairs.
If the agreement is perfect, then the slope of the line would be one. Figure 4 displays an EAC
scatter plot for the experimental frequencies used, for values (73,1 kHz)—0.35 dB/m and n
=1.8. The dashed line has slope one and intercept zero, and the least-squares line is solid, with
slope 0.845 and intercept 0.101. If the procedure implicit in this figure is repeated for surficial
attenuation values in the range specified by Hamilton, 0.3—0.4 dB/m, and for exponents be-
tween 1.5 and 2.0, a broad maximum occurs in the neighborhood of 0.35 dB/m. Moreover,
variation of the least-squares slopes for different exponent values is quite small.

Finally, we estimate the goodness of fit of measured EACs to the calculated data, to
determine how well the EAC pairs are fit by a straight line with slope one. The hypothesis tested
is that the slope is one, and it is rejected if the slope is more than two standard deviations from
one. The regression analysis is performed using a 95% level of confidence. For the example
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Fig. 4. Scatter plot for EACs over eight experimental frequencies for surficial attenuation 0.35 dB/m and exponent
1.8. The dashed line is ideal with slope one, and the least-squares line is solid.

shown in Fig. 4, the slope of the least-squares fit is 0.85 with a standard deviation of 0.09, so the
slope is within two standard deviations from one. The assessment of the goodness of fit of the
slope regressions leads to a range for surface attenuation values from 0.33 to 0.35 dB/m and for
exponents 7 from 1.7 to 2.0.

4. Conclusion

Previous studies by many investigators,1 including those of two experiments at a New Jersey
Shelf location, show that accurate calculations of shallow-water sound transmission in
waveguides with sandy-silty bottoms require a nonlinear frequency dependent attenuation in
the near-surface sediment layer between 100 Hz and 1 kHz. The principal goal of this paper is
to focus on measurements from two New Jersey Shelf experiments and to estimate the two
principal parameters of the intrinsic attenuation profile, using an attenuation value at 1 kHz as a
reference. The analysis shows that, in order to account for the frequency behavior of measured
transmission loss, significant nonlinear frequency dependence is necessary in the attenuation of
the uppermost sediment. We found that the site-specific surficial attenuation range of
0.33-0.35 dB/m and the exponent range of 1.7-2.0 achieve the near optimal agreement be-
tween measurements and calculatlons These values are consistent with many previous results
for sandy-silty sediments.' Note: since the acceptance of this paper, we have become aware of
recently publlshed results® that are evidently at variance with those contained in this paper, as
well as with previous work of others. Based on transmission loss results in the same area as Ref.
6, we report a value of the attenuation coefficient that is consistent with Refs. 1, 4, 5, and 7.
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Abstract: This paper assesses the effect of filter spacing on melody recog-
nition by normal-hearing (NH) and cochlear implant (CI) subjects. A new
semitone filter spacing is proposed for music. The quality of melodies pro-
cessed by the various filter spacings is also evaluated. Results from NH lis-
teners showed nearly perfect melody recognition with only four channels of
stimulation, and results from CI users indicated significantly higher scores
with a 12-channel semitone spacing compared to the spacing used in their
daily processor. The quality of melodies processed by the semitone filter
spacing was preferred over melodies processed by the conventional logarith-
mic filter spacing.
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1. Introduction

Central to any speech coding strategy used in multi-channel cochlear implants is the decompo-
sition of the acoustic signal into frequency bands. Given the large number (12-22) of electrodes
available in commercial implant devices, it is becoming more important to find the best map-
ping (or, equivalently, spacing) of frequency bands to electrodes. The majority of implant pro-
cessors use logarithmic (or semilog) filter spacing and that has worked well so far, at least for
speech recognition.

A number of studies evaluated alternative filter spacings for vowel recognition and FO
discrimination (e.g., Fourakis et al., 2004; Geurts and Wouters, 2004; Laneau et al., 2004).
Fourakis et al. (2004) advocated the placement of more filters in the F1/F2 region for better
representation of the first two formants. Small but significant improvements were noted on
vowel recognition with an experimental map which included one additional electrode in the F2
region. Similar outcome was reported in Skinner ef al. (1995) and Loizou (2006). Other studies
also considered the possibility of allocating more filters in the low frequencies for better place
coding of individual harmonics and consequently better pitch perception. A new filter bank was
proposed by Geurts and Wouters (2004) based on a simple loudness model used in acoustic
hearing. The new filter bank, which allocated more filters in the low frequencies, was tested on
an FO detection task in the absence of temporal cues and yielded lower detection thresholds to
FO for synthetic vowel stimuli compared to a conventional filter bank based on log spacing.

The above studies demonstrated that the filter spacing can have a positive effect on
vowel recognition and can in some cases reduce FO difference limens, at least for steady-state
vowels with a steady FO contour. Little is known, however, about the effect of filter spacing on
music signals which have a dynamic FO contour. This paper investigates the hypothesis that a
filter-bank spaced according to a musical scale would provide better place coding of individual
harmonics and consequently improve melody recognition. The present experiments investigate
the effect of semitone frequency spacing on melody recognition by normal-hearing and co-
chlear implant users.
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Table 1. The 3 dB frequency boundaries of the semitone filterbank. Lower (L), upper (UP) and center (C)
frequencies are given for each band in Hz.

2 channels 4 channels 6 channels 12 channels

L U C L U C L U C L U C
1 300 424 362 300 357 328 300 337 318 300 318 309
2 424 600 512 357 424 391 337 378 357 318 337 327
3 424 505 464 378 424 401 337 357 347
4 505 600 552 424 476 450 357 378 367
5 476 535 505 378 400 389
6 535 600 567 400 424 412
7 424 449 437
8 449 476 463
9 476 505 490
10 505 535 520
11 535 566 550
12 566 600 583

2. Experiment design
2.1 Subjects and material

Six Clarion CII (Advanced Bionics Corporation) cochlear implant users participated in this
experiment. All subjects were postlingually deafened adults wearing the cochlear implant (CI)
for a minimum of 23 years (no consideration was given to their musical training experience).
For comparative purposes, we also tested ten normal-hearing (NH) subjects listening to stimuli
processed via acoustic simulations of cochlear implants. A set of 34 simple melodies (e.g.,
“Twinkle Twinkle,” “O1d McDonald”) with all rhythm information removed was used (Hart-
mann and Johnson, 1991) as test material. These same melodies were used in the study by Smith
et al. (2002). Melodies consisted of 16 equal-duration notes synthesized using samples of a
grand piano. The mean of all 16 note frequencies of each tune was concert A (440 Hz) plus or
minus a semitone. The largest difference between the highest and lowest notes was 12 semi-
tones.

2.2 Signal processing

For the NH listeners, the test material was first bandpass filtered (sixth order Butterworth) into
2-12 channels according to a semitone filter spacing that spanned an octave (300—600 Hz).
This frequency range was chosen as it encompasses the mean note frequency (440 Hz) of the
test stimuli. For the 12-channel condition, each filter had a bandwidth of 1 semitone (see Table
1). For the 6-channel condition, each filter had a bandwidth of 2 semitones, and for the 4- and
2-channel conditions the filters had a bandwidth of 3 and 6 semitones, respectively. In addition
to the semitone spacing, a 16-channel logarithmic spacing (225 Hz—4.5 kHz) was used as con-
trol. Following the bandpass filtering, the channel envelopes are computed using a half-wave
rectifier followed by a second order Butterworth low-pass filter with a cutoff frequency of
120 Hz. The resulting envelopes of each channel were modulated with white noise and re-
filtered with the same analysis filters. The melodies were finally synthesized by summing up the
outputs of all the channels.

For the CI users, the test material was processed through the continuous interleaved
sampling strategy used in the subject’s daily processor, and implemented with different fre-
quency spacings. Two different filter spacings were considered. The first one was based on the
semitone scale mentioned above. Four semitone (4SM), six semitone (6SM) and 12 semitone
(12SM) based filter banks were considered. In the 4SM condition, only the four most apical
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electrodes were used for stimulation. Similarly, in the 6SM and 12SM conditions, only the 6 and
12 most apical electrodes were used for stimulation. The remaining electrodes were not stimu-
lated.

The second filter spacing considered involved a combination of semitone and log spac-
ings. This was done to account for a more realistic scenario in which the melodies might contain
sung lyrics. In the 4SM condition, we considered utilizing a log spacing for the remaining 12
channels in the high frequencies. Similarly, a log spacing was used for the remaining ten chan-
nels in the 6SM condition and the remaining four channels in the 12SM condition. We refer to
these hybrid frequency spacings as 4SM+LOG, 6SM+LOG and 12SM+LOG, respectively.
All hybrid frequency spacings used 16 channels of stimulation. For comparative purposes, we
tested subjects with the 16-channel logarithmic spacing (16LOG) used in their daily processor.

2.3 Procedure

The experiments with NH listeners were performed using a PC equipped with a Creative Labs
SoundBlaster 16 soundcard. Stimuli were played to the listeners monaurally through Sen-
nheiser HD 250 Linear II circumaural headphones. The names of the melodies were displayed
on a computer monitor, and a graphical user interface enabled the subjects to indicate their
response. Prior to the test, each subject was asked to select ten familiar melodies from the list of
34 melodies (with a few exceptions, most subjects selected the same melodies). A training
session (lasting about 10—15 min) with the ten selected melodies was performed using the
original unprocessed melodies. Subjects were required to score above 90% with unprocessed
melodies before participating in the experiment. After the training session, the subjects were
tested with the melodies processed through the various number of channels. The order of test
conditions was randomized across subjects.

The cochlear implant subjects were tested using the Clarion research interface-II (Ad-
vanced Bionics Corporation). Prior to the test, the subjects were asked to select ten known
melodies from a list of 34 melodies. The subjects were given a practice session that lasted for
about 10—15 min. Following the practice session, the subjects were tested on the ten selected
melodies using the logarithmic spacing, semitone spacing, and hybrid spacings. The names of
the melodies were displayed on a computer monitor, and a graphical user interface enabled the
subjects to indicate their response. The subjects were tested for a total of seven different filter
spacings. Each spacing was tested in two blocks of three repetitions each. The order of the
various spacings tested was randomized across subjects.

Following the melody recognition test, the CI users participated in an AB paired pref-
erence test. In one condition, the task was to evaluate and compare the quality of melodies
processed by the 16LOG and 6SM spacings. In another condition, the task was to compare the
16LOG and 6SM+LOG spacings. In each trial, the subjects listened to two stimuli each pro-
cessed using a different filter spacing. The preference test included ten melody pairs composed
of five different melodies. Five of the ten melody pairs were presented as filter spacing A fol-
lowed by spacing B, while the other five were presented as spacing B followed by spacing A.
The subjects were instructed to make a preference as to which stimulus sounded more “musi-
cal” (i.e., sounding like a melody with “natural” melodic contour) and more pleasant. In addi-
tion, they were asked to make a confidence rating on each comparison at six distinct scales:
slightly better (or slightly worse), better (or worse), and much better (or much worse). A nu-
meric score was assigned to each rating ranging in values from +3 (much better) to —3 (much
worse). A total of six (signed) confidence ratings were assigned and a distance measure was
computed. The percentage preference was computed as the percentage of the number of times
stimulus B was preferred over stimulus A. The distance measure was computed to assess quan-
titatively how much stimulus B sounded better than stimulus A. Since the distance measure is
computed over ten test pairs, it ranged in values from —30 to 30, with a positive value indicating
that the strategy B is preferred, and a negative value indicating otherwise.
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Fig. 1. (Color online) Mean percent correct scores for melody recognition by CI users (filled symbols) and normal
hearing listeners (open symbols) as a function of number of semitone-spaced channels. The scores obtained by CI
users in the hybrid spacing conditions (4SML, 6SML and 12SML) are also included. The baseline condition corre-
sponds to the spacing (16 channels) used in the subjects’ daily processor. Error bars indicate standard errors of the
mean.

3. Results and discussion

The mean percent correct scores for melody recognition by normal hearing listeners are de-
picted in Fig. 1 (open symbols). Analysis of variance (ANOVA) with repeated measures showed
a significant effect (F[4,16]=59.4, p<0.0005) of number of channels on melody recognition.
Nearly perfect melody recognition was achieved with only four channels of stimulation spaced
according to a semitone scale. The three-semitone frequency resolution does not allow indi-
vidual harmonics (spaced a semitone apart) to be resolved, yet it was found sufficient for accu-
rate melody recognition, at least by normal-hearing listeners who receive acoustic envelope
information at the correct place in the cochlea and have good frequency selectivity.

The mean percent correct scores for melody recognition by CI users are depicted in
Fig. 1 (filled symbols). ANOVA (with repeated measures) indicated a significant effect
(F16,30]=2.8, p=0.026) of frequency spacing on melody recognition. Post-hoc tests indicated
that the scores obtained with the 12SM spacing were significantly higher (p=0.021) than the
scores obtained with the conventional filter spacing (16LOG) used by CI users in their daily
processor. Scores obtained with the other semitone spacings were not significantly higher, but
approached (p = 0.06) the significance level.

The preference judgments for each subject are given in Table 2. Results indicated that
the quality of melodies processed by the semitone filter spacing was preferred over melodies

Table 2. Subject preference scores (ranging from 0 to 100) indicating the number of times the semitone spacing
(6SM) (or hybrid spacing, 6SM+LOG) was preferred over the conventional logarithmic filter spacing (16LOG).
The distance scores in parentheses (ranging from —30 to 30) are positive if the semitone (or hybrid) spacings
were preferred and negative if the log spacing was preferred. Large positive distance scores indicate stronger
preference of the semitone-based filter spacing over the log spacing.

Subjects
Filter spacing
comparisons S1 S2 S3 S4 S5 S6 Mean
16LOG vs. 6SM 100 (25) 100 (20) 100 (20) 90 (14) 90 (14) 100 (20) 96.7 (18)

16LOG vs. 6SM+LOG 100 (12) 80 (8) 0 (=19) 20 (=10) 100 (25) 50 (0) 583 (3)
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processed by the conventional filter spacing (16LOG). The quality of melodies processed by the
6SM strategy was preferred 97% of the time over the CI user’s daily strategy (16LOG). The
preference of the hybrid spacing (6SM+LOG) was not as strong (58%). This could be attrib-
uted to the fact that subjects were perhaps perceiving conflicting or noncoherent pitch cues in
the low- (semitone spaced) and high-frequency (log spaced) channels. We cannot exclude the
possibility that the hybrid spacing might yield higher preference scores when tested with music
containing sung lyrics.

The above analyses indicate that the filter spacing can have a significant effect on
music perception both in terms of melody recognition and subjective quality. These results
suggest that the semitone filter spacing enhanced access to place (spectral) cues resulting in
better FO discrimination. The magnitude of the improvement, however, was not as large as that
observed by normal-hearing listeners receiving the same number of channels of frequency in-
formation. Two factors could have contributed to that. First, in cochlear implants the acoustic
information is rarely presented in the correct place in the cochlea due to the shallow insertion
depth. As a result, the frequency-to-place mapping is somewhat compressed or expanded. There
is evidence (Oxenham ef al., 2004) to suggest that a correct (i.e., matched) frequency-to-place
mapping is necessary for complex pitch perception and consequently melody recognition. We
cannot exclude, however, the possibility that if the subjects were given more time to adapt to the
new frequency spacing, their scores might improve even further and this warrants further inves-
tigation. Second, the place-coding resolution in cochlear implants is limited and constrained by
several factors including the electrode spacing, location of electrodes in terms of their proxim-
ity to excitable neuron elements and electrode configuration (monopolar vs. bipolar). All these
factors limit the frequency specificity needed for complex pitch perception. If we assume that
the mismatch in frequency-to-place mapping can be compensated over time with learning, then
based on the outcome by NH listeners (Fig. 1), a place-coding resolution of 3 semitones (or
better) would be required for accurate melody recognition by CI users.

The data from the present experiment demonstrate that the channel density in the low-
frequency range plays a critical role in melody recognition. In cochlear implants, this channel
density is influenced by the signal bandwidth and number of electrodes available. In a follow up
experiment we investigated the effect of signal bandwidth on melody recognition using acoustic
simulations and NH listeners. Test material was bandpass filtered into N(N=2,4,6,12,40) fre-
quency bands using sixth-order Butterworth filters. The N bands were uniformly spaced on a
logarithmic scale and spanned either a 5 kHz (225 Hz—4.5 kHz range) or an 11 kHz
(225 Hz—10.5 kHz range) signal bandwidth. Following the envelope detection (120 Hz) and
white noise modulation, the signals were re-filtered through the same analysis filters and
summed up for reconstruction. A new group of ten listeners participated in this experiment
using the same procedure and test material. The mean results are shown in Fig. 2. Two-way
ANOVA (with repeated measures) indicated a significant effect (F[1,4]=10.5, p=0.031) of
signal bandwidth, a significant effect (F[4,16]=81.6, p<0.005) of spectral resolution (number
of channels) and a significant interaction (F[4,16]=5.8, p=0.004). For the small-bandwidth
condition, post-hoc tests (Fisher’s LSD) showed that the performance asymptoted with 6 chan-
nels, while for the large-bandwidth condition performance asymptoted with 12 channels. Near
perfect melody identification was achieved with 12 (or more) channels in both conditions.

The results shown in Fig. 2 clearly demonstrate that the signal bandwidth, which in
turn affects the filter spacing (for a fixed number of channels), is extremely important for
melody recognition. Higher performance was achieved with the small signal bandwidth, as
more filters were allocated in the low-frequency range. In the 6-channel condition (based on
large-bandwidth allocation), only one filter was allocated in the 300—600 Hz range, while in the
corresponding 6-channel condition, based on small-bandwidth allocation, two filters were allo-
cated within the same range. This small difference in the number of filters in the low-frequency
range produced a difference of 34 percentage points in melody recognition (Fig. 2).

It is important to note that the proposed filter spacings were only tested with melodies
and not with speech. Further tests are needed to assess the effects of the proposed filter-bank
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Fig. 2. Mean scores (percent correct) on melody recognition as a function of number of channels and signal
bandwidth (small BW =5 kHz, large BW=11 kHz). Scores from the semitone spacing (300—600 Hz) are also plotted
for comparison. Error bars indicate standard errors of the mean.

manipulations on speech recognition. The hybrid filter spacings (4SM+LOG,6SM
+LOG, 12SM+LOG) would clearly be more appropriate for speech recognition as they span
the speech bandwidth. These spacings produced comparable performance on melody recogni-
tion as the semitone spacings (see Fig. 1). Alternatively, the semitone filter spacing could be
programmed as a separate “music map”” which CI users can switch to when wanting to listen to
(instrumental) music.
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Abstract: Covariation in the size of laryngeal and vocal tract structures
leads to a moderate correlation between fundamental frequency (F0) and for-
mant frequencies (FFs) in natural speech. A method of adjustment procedure
was used to test whether listeners prefer combinations of F0 and FFs that
reflect this covariation. Vowel sequences spoken by two men and two women
were processed by the STRAIGHT vocoder to construct three sets of
frequency-shifted continua. The distributions of “best choice” responses in
all three experiments confirm that listeners prefer coordinated patterns of 70
and FF similar to those of natural speech.
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1. Introduction

In speech production, source and filter properties are largely independent (Fant, 1970). Thus,
vowels with the same formant frequencies (FFs) can be produced on different fundamentals
(F0s). However, across talkers there is a moderate correlation of mean F0 and mean FF that
stems from covariation in the size of laryngeal and supra-laryngeal structures (Fant, 1970;
Titze, 1989; Fitch and Giedd, 1999). Intelligibility is preserved across a fairly wide range when
F0 and FFs are scaled up or down in proportionate amounts (e.g., Chiba and Kajiyama, 1941;
Daniloff ef al., 1968). However, FO and FFs do not scale proportionately in natural speech. For
example, the FO difference between adult male and adult female voices is about 80%—-90%,
while FFs increase only 12%—15% (Peterson and Barney, 1952). Scaling of F0 and FFs that
deviates from this observed pattern can produce “mismatched” combinations that evince both
lower naturalness ratings (Assmann ef al., 2006) and reduced intelligibility (Assmann et al.,
2002). In this study we ask whether listeners apply an internalized knowledge of the relation-
ship between mean /0 and FFs in their assessment of the naturalness of voices.

In Assmann et al. (2006) listeners judged the naturalness of frequency-shifted sen-
tences by adjusting the position of a graphical slider. Two sentences, each spoken by two men
and two women, were processed using the STRAIGHT vocoder (Kawahara, 1997; Kawahara et
al., 1999). STRAIGHT is a high-quality vocoder that uses instantaneous frequency-based 0
extraction and F0-adaptive smoothing to reconstruct the spectrum envelope. STRAIGHT pro-
vides separate scale factors for manipulating F0 and spectrum envelope. The former changes
the average voice pitch, while the latter shifts the frequencies of all the formants (and other
features of the spectrum envelope) by a constant fraction to simulate changes in vocal tract
size." Scale factors were chosen to provide specific combinations of mean F0 and mean FF for
each sentence, spanning a 10 X 10 grid with equal logarithmic steps in mean F0 versus mean
FE.

The results of Assmann et al. (2006) are summarized in Fig. 1, along with acoustic
measurements from a sample of approximately 3000 vowels spoken in /hVd/ words by ten men,
ten women, and 30 children from the Dallas area (Assmann and Katz, 2000; Katz and Assmann,
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Fig. 1. Naturalness ratings (indicated by the size of the circles) for frequency-shifted sentences as a function of mean
FO and mean FF. For comparison, the dots show measurements of individual vowels from the reference database
along the same dimensions. Mean FO was computed as the geometric mean across all voiced frames; mean FF was
computed as the geometric mean of the formant frequencies (F1, F2, and F3) sampled near the onset of the vowel.

2001; henceforth referred to as the reference database). Frequency-shifted sentences were
judged more natural when synthesized with F0 and FF combinations that are similar to those of
acoustic measurements of natural vowels. Mismatched combinations (e.g., low F0s combined
with high FFs) were rated as less natural than matched combinations.

The present study explored to what extent listeners show a preference for natural com-
binations of mean /0 and mean FF when they are given independent control over these dimen-
sions using a method of adjustment task. One dimension (either mean 0 or mean FF) was held
constant while the other was adjusted by the listener over values spanning the range observed in
natural adult voices. Listeners were instructed to search for the “best voice” in the series.

2. Experiments
2.1 Stimuli

The stimuli were vowels (/i/, / a/, / u /) extracted from /hVd/ words (“heed,” “hod,” “who’d”)
spoken by two men and two women from the reference database. Vowel onset was defined as the
first clearly voiced pitch period; vowel offset was defined by the last pitch period before the stop
closure. Vowel triads were formed by concatenating the three vowels, with each vowel separated
from its neighbor by a 50-ms silent interval. Frequency-scaled versions were constructed using
the STRAIGHT vocoder (Kawahara, 1997). The vowels were recorded and synthesized at a
sample rate of 48 kHz and were scaled to the maximum peak-to-peak amplitude of the 16-bit
quantization range.

Experiment 1: In experiment 1 vowel triads were processed using the STRAIGHT
vocoder to generate two 25-step logarithmically spaced continua: one with the spectrum enve-
lope (mean FF) scale factor fixed at 1.0, and F0 varied over £2 oct; the other with F0 scale
factor fixed at 1.0, and a range of FF scale factors spanning +0.66 oct. The endpoints of the
continua were chosen to cover (and extend somewhat beyond) the natural ranges found in adult
male and female voices. In each continuum, step 13 corresponded to a scale factor of 1.0 (i.e.,
the original voice).

Example sound files from the 0 and FF continua are included for one of the male
voices.
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Mm.1. [FO continuum steps 7, 13, and 19 (F0 scale factor 0.5, 1.0, and 2.0; FF scale factor 1.0)].
(21 Kb). This is a file of type “wav.”

Mm.2. [FF continuum steps 7, 13, and 19 (FF scale factors 0.80, 1.0, and 1.26; F0 scale factor
1.0)]. (21 Kb). This is a file of type “wav.”

Two further experiments were conducted to ensure that listeners’ preferences were not
based solely on differences in synthesis quality associated with large versus small frequency
shifts.

Experiment 2: Two continua were constructed for the four voices as described in ex-
periment 1, except that each voice was “gender transposed” on the property that was not being
adjusted. Thus, male voices were assigned the mean female F0O for the FF adjustment task,
while they were assigned the mean female FF for the F0 adjustment task. Similarly, female
voices were assigned male values on the fixed property. The assigned scale factors were deter-
mined by acoustic measurements from the reference database.

Experiment 3: Experiment 3 transformed each voice to a “gender-neutral” position,
midway (on a log frequency scale) between the average male and average female in the vowel
database. Specifically, the male F0 and FF were scaled up by a factor of 1.4 and 1.1071, respec-
tively, while the female 70 and FF were scaled down by a factor of 1/1.4 and 1/1.1071.

2.2 Listeners

Three separate groups of 10—14 young adult listeners participated in the three experiments. All
had normal hearing and received research participation credit in the Psychology program at the
University of Texas at Dallas. They were monolingual speakers of American English with no
reported history of speech, hearing, or language disorders.

2.3 Procedure

Stimuli were presented on-line at 48 kHz, low-pass filtered at 10 kHz (Tucker-Davis Technolo-
gies FT5), attenuated (TDT PA4), amplified (TDT HBS5), and presented diotically via head-
phones (Sennheiser HD-414) at a comfortable listening level. Listeners were tested individually
in a sound-treated booth. In separate conditions (with order counterbalanced) listeners adjusted
either the mean F0 or mean FF of the vowel triad: by moving the computer mouse to the left for
stimuli with lower 0 (or FF), and moving it to the right for higher F0 (or FF). Each condition
included 40 sets of vowel triads (4 talkers X 10 repetitions) presented in randomized order.
When the mean F0O was adjusted, the time-varying formant pattern of the original utterance
(male or female) was unmodified; when the mean FF was adjusted, the original #0 contour was
preserved. Vowel triads were presented at intervals of 0.3 s.

Listeners were instructed to search for the most natural-sounding voice from the con-
tinuum. They were told to listen to a wide range of different voices by moving the mouse back
and forth, and when satisfied that they had found the “best voice,” to press the (Enter) key to
record their response and continue to the next item. The experiment was self-paced, with an
approximate 4-s delay between the best-choice response and the presentation of the next vowel.
Experimental sessions (including a few familiarization trials) were completed in about 50 min.
The computer monitor was turned off to eliminate any visual cues to stimulus location in the
continuum. The starting position (i.e., the step number along the continuum) varied randomly
from trial to trial to encourage listeners to adopt a careful search for the best voice. To dissuade
listeners from selecting the middle item from the continuum, either the five lowest or five high-
est items from the continuum were omitted, again using a random sequence. Listeners were
encouraged to “bracket” their responses, i.e., to explore a range of higher and lower values
before making their final choice, and to sample the entire continuum on each trial.

2.4 Results

The results of each experiment were summarized in terms of the mean F0 or mean FF for
listeners’ best-choice responses. Mean F0O was estimated using the algorithm provided by
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Fig. 2. Response histograms for experiment 1. Upper Panel: FF continuum. Left bars: male voices; right bars: female
voices. Left/right arrows: measured FF means from the reference database for male and female voices, respectively.
Lower Panel: FO continuum. Upper bars: female voices; lower bars: male voices. Upper/lower arrows: measured 0
means for female and male voices, respectively.

STRAIGHT (and averaged across all voiced frames, at a 1-ms frame rate). Mean FF was esti-
mated using the geometric mean of the formants F1, F2, F3 sampled at the 20% point in the
voiced portion of each vowel using the algorithm developed by Nearey (Nearey et al., 2002),
and averaged across the three vowels in the triad. For some of the stimuli (e.g., those with high
F0) it was difficult to obtain accurate FF measurements. To eliminate the additional variability
associated with measurement error, the measurements reported below were obtained from the
baseline (unshifted) stimuli and scaled up or down according to the 70 or FF scale factor. How-
ever, analyses carried out using the measurements of the frequency-scaled stimuli yielded the
same statistical pattern of results. The data from each experiment were subjected to a one-way
repeated measures analysis of variance, using the mean FF (or F0) of the best-choice response
as the dependent variable (averaged across the ten replications per condition per listener).
Experiment 1: Figure 2 displays the histograms of best-choice responses from 13
listeners® superimposed on acoustic measurements from the reference database. The response
distribution for the FF continuum (upper panel) was centered near the FF mean for males (left
bars/arrow) and females (right bars/arrow) in the reference database. Table 1 lists the means and
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Table 1. Summary of best-choice responses in experiment 1. Means and standard deviations (std) across the N
listeners are shown together with measured mean FF and mean FO for the individual talkers (columns 4 and 7)
and vowel database means (columns 5 and 8) for males (rows 1 and 2) and females (rows 3 and 4) in the
Assmann and Katz (2000) database.

Best-choice FF Mean FF Best-choice FO Mean FO
(listeners) (measured) (listeners) (measured)
Talker Gender Talker Gender
Talker N Mean (std) Mean Mean Mean (std) mean Mean
M1 13 1131 (34) 1140 1158 109 (13) 93 111
M2 13 1206 (42) 1200 1158 129 (16) 123 111
F1 13 1440 (48) 1439 1441 189 (28) 222 219
F2 13 1424 (54) 1434 1441 192 (29) 236 219

standard deviations (across listeners) separately for each talker. For comparison, the measured
means for each talker’s productions of /i/,/a/, and /u/ are included, along with male or female
averages for these vowels in the reference database. For each of the four voices, the mean best-
choice response was close to the mean FF of the original. Analysis of variance revealed a sig-
nificant effect of talker [F(3,36)=228.85;p<<0.01]. Post-hoc (Scheffé) tests indicated a sig-
nificant difference between males and females, a significant difference between the two male
talkers (p <0.05), but no difference between the two female talkers.

For the FO continuum (lower panel) the best-choice F0 was on average slightly higher
than the original F0 for the male voices and lower for the female voices (notably, however, the
rank ordering of the original F0O values was preserved across the four voices). There was a
significant effect of talker [F(3,36)=55.43;p <0.01]. Post-hoc (Scheffé) tests indicated a sig-
nificant difference between males and females (p <<0.05) but no difference between the two
talkers of the same sex. For the two male voices, the mean best-choice responses were close to
the corresponding male talker’s mean FO0; for the two female voices the choices were somewhat
lower than both the corresponding female talkers’ measured FO0.

Overall, listeners selected scale factors that closely matched the natural voices, sug-
gesting that their judgments were based on an internalized representation of the natural cova-
riation of FO and FF. To provide a more stringent test of this idea, experiment 2 applied a
“gender-swapping” transformation, in which the male voices were transposed to the mean F0 or
mean FF of average female voices and female voices were transposed to male values.

Experiment 2: Figure 3 shows response histograms across 14 listeners for “gender-
swapped” voices. If listeners rely on the natural covariation of mean 0 and mean FF to select
their best-choice responses, then voices that were originally male should be assigned female FF

Table 2. Best-choice responses in experiment 2. Means and standard deviations (std) across the N listeners are
shown together with vowel database mean FF (column 4) and FO (column 6) for the opposite gender (i.e.,
females in rows 1 and 2, males in rows 3 and 4).

Best-choice FF Mean FF Best-choice FO Mean FO
(listeners) (measured) (listeners) (measured)
Opposite Opposite
Talker N Mean (std) gender mean Mean (std) gender mean
M1 14 1473 (119) 1441 209 (32) 219
M2 14 1451 (79) 1441 207 (41) 219
Fl 14 1231 (141) 1158 138 (25) 111
F2 14 1193 (103) 1158 121 (22) 111
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Fig. 3. Response histograms for experiment 2. Upper Panel: FF continuum. Left bars: original female voices with FO
gender-swapped to average male value; right bars: original male voices with FO gender-swapped to average female
value. Left/right arrows: measured FF means from the reference database for male and female voices, respectively.
Lower Panel: FO continuum. Upper bars: original male voices with FF gender-swapped to average female value;
lower bars: original female voices with FF gender-swapped to average male value. Upper/lower arrows: measured
FO means for female and male voices, respectively.

and F0 values and vice versa. The results show that this is indeed the case. The histograms show
peaks close to the measured means for the opposite gender, although response distributions for
mean FF are somewhat broader and less smooth compared to experiment 1.

Similar to experiment 1, there was a significant effect of talker for the FF continuum
[F(3,39)=35.65;p<0.01]. Post-hoc (Scheffé) tests indicated a significant difference between
(gender-swapped) male and female stimuli, but no difference between the two males or two
females. Table 2 shows that for each of the four voices, the mean best-choice response was
within 75 Hz of the (gender-swapped) mean FF, and more than 200 Hz from that of the original
voice. A similar pattern was observed for F0, with a significant effect of talker [F(3,39)
=70.94;p <0.01]. Post-hoc (Scheffé) tests indicated a significant difference between males and
females, but no difference between the two male or two female talkers. For each of the four
voices, the mean best-choice /0 was within 30 Hz of the (gender-swapped) mean 0, and more
than 80 Hz from that of the original voice.
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Fig. 4. Response histograms for experiment 3. Upper Panel: FF continuum (FO fixed at gender-neutral mean). Left
bars: male voices; right bars: female voices. Left/right arrows: measured FF means from the reference database for
male and female voices, respectively. Lower Panel: FO continuum (FF fixed at gender-neutral mean). Upper bars:
female voices; lower bars: male voices. Upper/lower arrows: measured FO means for female and male voices,
respectively.

Experiment 3: Figure 4 shows that response distributions for “gender-neutral” voices
are shifted to an intermediate position, midway between the database measurements for males
and females. Since the male and female vowel triads were shifted to the same intermediate
values, each one was predicted to be assigned the same best-choice mean FF or F0. An analysis
of variance did not reveal a significant effect of talker for either mean FF or mean F0. For each
of the four voices, the best-choice mean FF was close to the midpoint between the database
averages for males and females. The best-choice mean FO for each voice was closer to the
female average F0, suggesting that the gender-neutral formant pattern was assimilated to the
female F0 range to some extent.

3. General discussion

The results of the experiments indicate that listeners’ judgments of the “best voice” in each
series produce combinations of mean /0 and mean FF that match the covariance pattern ob-
served in acoustic measurements of natural vowels. In experiment 1, listeners selected F0 and
FF scale factors close to those of the original voice. This outcome suggests that their judgments
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reflect the statistical distribution of 70 and FF in natural voices. However, a less interesting
explanation might be that stimuli with scale factors close to 1.0 are synthesized more accurately
than stimuli with large frequency shifts.

Two further experiments were conducted to ensure that listeners’ preferences were not
based solely on differences in synthesis quality associated with large versus small frequency
shifts. Experiment 2 showed that listeners selected natural combinations of mean /0 and mean
FF in “gender-swapped” voices. Experiment 3 extended the findings to “gender-neutral” voices
positioned midway between adult male and female ranges. Both experiments confirmed the
predictions; however, the response distributions for “gender-swapped” voices in experiment 2
were broader and somewhat uneven compared to those in experiment 1. Careful listening to
these stimuli and acoustic analysis failed to reveal issues related to synthesis quality. An alter-
native explanation may be that factors other than mean F0 and mean FF influence listeners’
judgments of voice gender. This interpretation is supported by recent findings (Assmann et al.,
20006) that sentences originally spoken by male talkers received higher ratings of masculinity,
and sentences spoken originally spoken by females received higher ratings of femininity, even
when both were frequency shifted to the same mean 0 and mean FF. This raises the possibility
that the “gender-swapped” stimuli in experiment 2 may have provided conflicting cues concern-
ing voice gender, and that factors other than mean F0 and mean FF contribute to the perception
of voice gender (see also Hillenbrand, 2005).

Overall the results support the view that listeners’ judgments of voice quality are in-
fluenced by the statistical distribution of mean F0 and FF in human voices (Nearey and Ass-
mann, 2007). Consistent with this interpretation is the informal observation that listeners can
readily identify voices with atypical combinations of mean /0 and mean FF as distinctive
(Nearey, 1989). It is likely that such judgments include a component of perceived size (Smith et
al., 2005) as well as voice gender (Smith and Patterson, 2005; Assmann et al., 2006).

Acknowledgments

This work was supported by National Science Foundation Grant No. 0318451 (PFA) and Social
Sciences and Humanities Research Council Regular Research Grant 410-2005-1329 (TMN).
Thanks to Jim Hillenbrand and two anonymous reviewers for thoughtful comments on the
manuscript, Hideki Kawahara for providing the STRAIGHT software, and Derrick Chen for
help in carrying out the experiments. Portions of this work were reported at the 4th joint meet-
ing of the Acoustical Society of America and the Acoustical Society of Japan [J. Acoust. Soc.
Am. 120(5), 3248 (2006)].

References and links

'STRAIGHT applies the envelope scale factor to the frequency axis of a nonparametrically smoothed spectrum.
Since formant frequencies are used throughout the paper to summarize key properties of the spectrum envelope
believed to be relevant to perception, we refer to changes in the envelope scaling in STRAIGHT as FF scaling.
2To obtain the scale factors, the formant frequencies (F1, F2, and F3) were measured near the onset of each vowel
in the reference database. The geometric mean was calculated across the three formants and across all vowel to-
kens, separately for the male talkers (1221Hz) and female talkers (1497Hz). The geometric mean of F1, F2, and F3
was then calculated for each of the vowel triads used in the experiment. The spectrum envelope scale factor was
obtained for each vowel triad by dividing its geometric mean by the reference database mean for the opposite
gender. FO scale factors were obtained in the same way, except that FO measurements were averaged across all
voiced frames in the vowel.

3The data of three additional listeners were excluded from the analysis because they had difficulty with the instruc-
tions and/or failed to complete the experiment.

Assmann, P. F, and Katz, W. F. (2000). “Time-varying spectral change in the vowels of children and adults,” J.
Acoust. Soc. Am. 108, 1856-1866.

Assmann, P. F, Nearey, T. M., and Scott, J. M. (2002). “Modeling the perception of frequency-shifted vowels,”
Proceedings of the 7th International Conference on Spoken Language Processing, Denver, CO, pp. 425-428.
Assmann, P. F,, Dembling, S., and Nearey, T. M. (2006). “Effects of frequency shifts on perceived naturalness and
gender information in speech,” Proceedings of the 9th International Conference on Spoken Language Processing,

EL42 J. Acoust. Soc. Am. 122 (2), August 2007 P. F. Assmann and T. M. Nearey: Fundamental and formant frequencies



P. F. Assmann and T. M. Nearey: JASA Express Letters [DOI: 10.1121/1.2719045] Published Online 19 July 2007

Pittsburgh, PA, pp. 889-892.

Chiba, T., and Kajiyama, M. (1941). The Vowel: Its Nature and Structure (Tokyo-Kaiseikan, Tokyo).

Daniloff, R. G., Shriner, T. H., and Zemlin, W. R. (1968). “Intelligibility of vowels altered in duration and fre-
quency,” J. Acoust. Soc. Am. 44, 700-707.

Fant, G. (1970). Acoustic Theory of Speech Production, 2nd ed. (Mouton, Paris).

Fitch, W. T., and Giedd, J. (1999). “Morphology and development of the human vocal tract: A study using magnetic
resonance imaging,” J. Acoust. Soc. Am. 106, 1511-1522.

Hillenbrand, J. M. (2005). “The role of fundamental frequency and formants in the perception of speaker sex,” J.
Acoust. Soc. Am. 118, 1932—-1933(A).

Katz, W. F, and Assmann, P. E. (2001). “Identification of children’s and adults’ vowels: Intrinsic fundamental
frequency, fundamental frequency dynamics, and presence of voicing,” J. Phonetics 29, 23-51.

Kawahara, H. (1997). “Speech representation and transformation using adaptive interpolation of weighted spec-
trum: vocoder revisited,” Proc. IEEE Int. Conf. on Acoustics, Speech & Signal Processing (ICASSP 97, Munich,
Germany), Vol. 2, pp. 1303—-1306.

Kawahara, H., Masuda-Katsuse, I., and de Cheveigné, A. (1999). “Restructuring speech representations using a
pitch-adaptive time-frequency smoothing and an instantaneous-frequency-based 0 extraction,” Speech Commun.
27, 187-207.

Nearey, T. M. (1989). “Static, dynamic, and relational properties in vowel perception,” J. Acoust. Soc. Am. 85,
2088-2113.

Nearey, T. M., and Assmann, P. E. (2007). “Probabilistic ‘sliding-template’ models for indirect vowel normaliza-
tion,” in Experimental Approaches to Phonology, edited by M. J. Solé, P. S. Beddor, and M. Ohala (Oxford Uni-
versity Press, Oxford, UK), pp. 246-269.

Nearey, T. M., Hillenbrand, J. M., and Assmann, P. F. (2002). “Evaluation of a strategy for automatic formant
tracking,” J. Acoust. Soc. Am. 112, 2323(A).

Peterson, G. E., and Barney, H. L. (1952). “Control methods used in a study of vowels,” J. Acoust. Soc. Am. 24,
175-184.

Smith, D. R., and Patterson, R. D. (2005). “The interaction of glottal-pulse rate and vocal-tract length in judgements
of speaker size, sex, and age,” J. Acoust. Soc. Am. 118, 3177-3186.

Smith, D. R., Patterson, R. D., Turner, R., Kawahara, H., and Irino, T. (2005). “The processing and perception of
size information in speech sounds,” J. Acoust. Soc. Am. 117, 305-318.

Titze, L. R. (1989). “Physiologic and acoustic differences between male and female voices,” J. Acoust. Soc. Am. 85,
1699-1707.

J. Acoust. Soc. Am. 122 (2), August 2007 P. F. Assmann and T. M. Nearey: Fundamental and formant frequencies EL43



Papp et al.: JASA Express Letters [DOI: 10.1121/1.2749077] Published Online 19 July 2007

Adaptive microphone array for unknown desired
speaker’s transfer function

Istvan L. Papp
Faculty of Technical Sciences, University of Novi Sad, 21000 Novi Sad, Serbia
istvan.papp@micronasnit.com

Zoran M. Saric
MicronasNIT, Fruskogorska 11a, 21000 Novi Sad, Serbia
zoran.saric@micronasnit.com

Slobodan T. Jovicic
School of Electrical Engineering, University of Belgrade, 11000 Belgrade, Serbia
Jovicic@etf.bg.ac.yu

Nikola Dj. Teslic
Faculty of Technical Sciences, University of Novi Sad, 21000 Novi Sad, Serbia
nikola.teslic@micronasnit.com

Abstract: The main drawback of minimum variance distortionless re-
sponse (MVDR) beamformer is the cancellation of the desired speech signal
and its degradation in multi-path wave propagation environment. To make the
adaptive algorithm robust against room reverberation and to prevent desired
signal cancellation an estimation of unknown desired speaker’s transfer func-
tion was proposed. The estimation is based on the signal and the interference
covariance matrices. The estimated transfer function is then applied to the
MVDR beamformer. The proposed algorithm was tested on a simulated room
with reverberation. The results showed better quality of the restored speech
compared to some typical adaptive algorithms.
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1. Introduction

The problem of high quality speech recording in a room with reverberation and the cocktail-
party interference has been long under consideration. It has been established that microphone
arrays, compared to a single microphone, render a better quality of speech recording. The com-
monly used minimum variance distortionless response (MVDR) beamformer is the optimal
estimator for the Gaussian process and for the known desired signal transfer function.' In the
reverberant room, actual transfer function is not known. The incomplete knowledge of the trans-
fer function causes desired speaker cancellation.* In order to reduce this cancellation, some
linear and quadratic constraints have to be applied.3 Unfortunately, these constraints can de-
grade the interference suppression performance significantly. The alternative methods exploit
the nonstationary nature of the speech signal477 by estimating array weights during the pauses in
the speech. In this case there is no desired speech cancellation.’

In this paper a two step minimum variance beamforming algorithm, denoted by TS-
MYV, is proposed. In the first step the unknown transfer function of the desired speaker is esti-
mated using both estimates of the signal and interference covariance matrices. In the second
step the estimated transfer function is used for MVDR weights calculation to prevent desired
signal cancellation. In addition, it is shown that the proposed estimation of the transfer function
is robust against imperfect signal covariance matrix. The proposed estimation algorithm is ex-
perimentally tested in a simulated room with reverberation. Experimental results showed the
improvement in restored speech quality compared to some similar algorithms.
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2. Baseline approach

Let us assume a reverberant room with an array of » microphones, desired signal s, and m
acoustical interferences s,, ... ,$,;. The microphone signals are processed in discrete Fourier
transform (DFT) domain. All signals are represented by the complex DFT coefficients with
central frequency f. For the sake of simplicity the index /' will be omitted, i.e., x=x(f). Column
vector X of the » microphone signals can be expressed by

X=S+U, S=hs,, (1)

where n-column vector S is the room response to the desired signal s, excitation, and n-column
vector h; is its transfer function containing both direct path and reflections. The vector U is the
sum of responses to the interference signal vector Sy, S;=[s,, ...,s,,+;]” and to the uncorrelated
microphone noise N, N=[n,...n,|" expressed by

U=H;S,;+N, ()

where H; is n X m interference transfer matrix. In the rest of the paper superscript ' denotes a
complex conjugate transpose, * denotes complex conjugation, " denotes matrix/vector transpo-
sition, and E{-} denotes the statistical expectation operator. Microphone signals are processed
by adaptive algorithm displayed in Fig. 1. Output signal s, is the weighted sum of the micro-
phone signals, §,=W#X, where W is weight vector of the MVDR beamformer expressed by

‘I’Elzuhl
"l h, 3
U,U%M1

The interference cross-spectral matrix @, ;, @, U—E{UUH} has to be estimated from
available measurements X during the absence of desired speech.® The problem is that transfer
vector h; is not known in reverberant environment. The use of the direct path transfer vector
instead of h; causes unwanted desired speech cancellation.*® To prevent this, the actual h, has
to be estimated.

3. Transfer function estimation
Transfer vector h; can be estimated from the signal covariance matrix ®g g that is defined by
@ = E{XX"} under the assumption that only desired signal s, and noise N are present. From
Egs. (1) and (2), it follows

D= D hihi'+ Dyl 4)

where @ ; is desired signal power, and ®  is uncorrelated noise power. Using the principal
eigenvector v, of @y g, the estimate of h; is
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=Cyv,, Co=exp(—jo), (5)

where C, is a unit magnitude complex multiplier that influences only the signal delay.7 The
phase compensation will be defined in Sec. 4. There is a problem in signal covariance matrix
estimation because at least one of the interferences is almost always present.8 Hence, we must
take into account that ®g ¢ is contaminated with @, ;, by

(ﬁs,s: a®gs+(1-a)®Pyy 05<a<l, (6)

where « is a positive scalar. The second term in Eq. (6) significantly degrades the estimation of
h,. The improved estimate of h; can be defined under the following assumptions:

(Al)

The estimate of the interference covariance matrix @, ;, is available.
(A2)

The number of the interference signals is less than the number of microphones (m <n).
(A3)

Uncorrelated noise power @ 5 is much less than the desired signal power @y y<®, ..

Let us define auxiliary matrix ®, O=0 s, SCDZ/{ U(I);jf UCI3 s.s- Under assumptions A1, A2, A3, the
principal eigenvector of @ can be used as an approximation of the principal eigenvector of ®g g,
required in Eq. (5). The proof is given in Appendix A 1.

4. Proposed algorithm

Finally, the proposed two step minimum variance (TS-MV) algorithm can be described by:

Step 1: Estimate of h;

(i) Estimate ®, ;, on pause intervals of desired speech signal, and ®g ¢ on intervals with high
speech to interference ratio. Calculate ® s.s by Eq. (6).

(i1) Calculate auxiliary metrix O, =P s, S(IJ;]{ U<I);]f U‘f) s.5» calculate principal eigenvector v, of
the matrix @, and estimate transfer vector h; by Eq. (5).

Step 2: Apply MVDR

(iii) Apply diagonal loading to the interference covariance matrix @, ;; by @, ;= (P, + BI),
to make the MVDR beamformer robust against steering error and room reverberation. 36
Scalar 8, 8> 0, makes a compromise between stabllrty and hlgh interference suppression.

(iv) Calculate MVDR weight vector W as W= (I)U Uhl / h (I)U Uhl
v) As the estimated h, has random phase shift factor C, (5) apply phase compensation by

(Wth/Wth)W,hd [1 &2, 7217 1 delay on adjacent microphones,
where h, is the direct path transfer vector.

5. Experimental results

The proposed TS-MV algorlthm has been examined in a room with reverberation simulated by
Allen’s image method.® The room reverberation time was Tso=270 ms. The number of sources
was 2: source s; was the desired speaker and source s, was the interference (Fig. 2.). In the
experiment 1 the interference s, was at position s, (easier to suppress) while in the experiment
2 it was at position s (harder to suppress). Critical distance boundary was calculated from the
room model for whrch the direct path power is equal to the reverberant power. The microphone
array consisted of eight microphones with equidistant spacing of 6 cm. The sampling rate of the
speech signals was 10 kHz, while the length of data processing block was 2048 points. Signal of
the microphone 1 for position s, is in Mm. 1. The following algorithms were compared: (1) The
conventional beamformer (CBF) (Mm. 2), (2) Generalized sidelobe canceller (GSC) (Mm. 3),
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Fig. 2. Simulated room with a reverberation time of 270 ms and a microphone array with eight microphones.

(3) GSC with weights estimated within hand labeled pause intervals,’ (4) GSC with weights
estimated under an ideal scenario where only interference is present,” (5) GEVBF with hand-
labeled signal and pause intervals,’ (6) GEVBF with signal and interference covariance matri-
ces estimated under an ideal scenario where either a desired speech or interference is exclu-
sively present, (7) Proposed TS-MV algorithm with covariance matrices ®gg and ®;
estimated within hand labeled time intervals of speech and pause, respectively (Mm. 4), (8)
Proposed TS-MV algorithm with covariance matrices @ g and @, ;; estimated under an ideal
scenario, where either a speech signal or interference is exclusively present.

In all algorithms, except CBF, the dlagonal loading of the interference covariance ma-
trix is applied to reduce desired signal cancellation.” The quality of the speech signal restoration
was evaluated by the cepstral distortion measure, and the results are presented in Table 1. As
was expected, the worst result is obtained with CBF algorithm. A better result is obtained by the
full adaptation GSC, but the restored signal is obviously degraded due to signal cancellation.
Further improvement is obtained by GSC weights estimated within the hand labeled pauses
(Table 1, row 3). It should be pointed out that the best achievable quality by the MVDR criterion
is under the ideal scenario where the desired signal is muted and only interference is present
(Table 1, row 4). The addltlonal improvement is obtained by the GEVBF algorithm that maxi-
mizes 51gna1 to noise ratio.” The best results are obtained by the proposed TS-MV algorithm.

Table 1. Cepstral distortion measures of restored signal.

Cepstral distortion measure

Estimation algorithms Experiment 1 Experiment 2
1. CBF 0.860 1.134
2. Ordinary GSC with diagonal loading 0.758 0.984
3. GSC - hand-labeled pauses 0.607 0.800
4. GSC - ideal scenario 0.524 0.638
5. GEVBF - hand-labeled intervals 0.479 0.545
6. GEVBF - ideal scenario 0.453 0.506
7. TS-MV - hand-labeled intervals 0.414 0.427
8. TS-MV - ideal scenario 0.362 0.369
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Mm. 1 Microphone 1 signal for position s} on Fig. 2 (201 kb). This is a file of type “wav.”

| Mm. 2 CBF output (209 kb). This is a file of type “wav.”

| Mm. 3 Output of the MVDR (GSC) with diagonal loading (209 kb). This is a file of type “wav.” |

| Mm. 4 Output of the proposed TS-MV algorithm (209 kb). This is a file of type “wav.” |

6. Conclusions

In this paper, a two step minimum variance (TS-MV) algorithm for acoustical interference sup-
pression in reverberant environment is proposed. In the first step the unknown desired speaker’s
transfer function is estimated while this estimate is then used for MVDR beamformer in the
second step. This estimate reduces cancellation of the desired speaker signal, while at the same
time preserves high noise suppression.

An improved estimate of the unknown transfer function is obtained using both signal
and interference covariance matrices. The proposed estimation algorithm is robust against im-
perfect signal covariance matrix estimation. An additional robustness of the algorithm is ob-
tained by diagonal loading of the interference covariance matrix. Tests in the simulations of the
room with reverberation proved the superior performance of the algorithm.
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Appendix A1 Approximation of the principal eigenvector of <IA>S’S

Taking into account Eq. (6) the auxiliary matrix @ can be expressed by
D =Dy D) D) D= [a®s @)+ (1+ ) [a® Dy s+ (1-a)l]. (Al

Inverse matrix CI)Z/I u can be decomposed by its eigenvectors u;,i=1,n

m n

1 1
vu= wu; + uu;, ( 2)
i-1 Ni l i=m+1 0'12\/ o

where u;,i=1,m, are eigenvectors of the interference signals subspace, and u;,i=m+1,n are
eigenvectors of the noise subspace; \;,i=1,m are corresponding eigenvalues of the interference
signals subspace, and 0%, o-2 =®, y is common eigenvalue for e1genvectors of the noise sub-
space. Substituting (A2) and Eq. (4) into (A1) and taking into account hf'h,;=1 and a%] / (O |
—0, (D, is signal power), the auxiliary matrix ® can be approx1mated by

~ azq)fsyvpvf, (A3)

where 1y is a real positive constant defined by y= VH(IJ U, U(I) v.oVp- From Eq. (A3) it is clear that
the principal eigenvector of ® is approximately equal to v, e.g., the principal eigenvector of

(I)S,S'
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Call for Business Meeting of the Society

Notice. A business meeting of the Acoustical Society of America
(ASA) will be held starting at 3:30 p.m. on 29 November 2007 at the
Sheraton New Orleans Hotel in New Orleans, Louisiana. All ASA Fellows
and Members are urged to attend for the purpose of voting on proposed
amendments to the ASA Bylaws, namely Article IX Election of Officers and
Executive Council and Article XI Meetings.

Motions to be presented at the business meeting. The motions concern
two clauses of the Bylaws, namely Section 2 (Nomination) of Article IX
Election of Officers and Executive Council and Article XI Meetings. A
proposed amendment may be adopted by a two-thirds vote of the Members
and Fellows present and voting in person. Additions to the wording of Ar-
ticle IX and Article XI are shown in bold type and deletions to the wording
by means of a strike through.

Motion. To approve the following revised version of Article IX Elec-
tion of Officers and Executive Council, Section 2 Nomination:

The President, with the approval of the Executive Council, shall ap-
point a Nominating Committee of six Members or Fellows of the Society, at
least one of whom shall be a past President of the Society. At least ninety
days prior to the date fixed by the Executive Council for the annual election,
the Executive Director shall publish in the Journal or another official pub-
lication of the Society an announcement of the election and the committee’s
nominations for the offices to be filled. Additional candidates for such of-
fices may be proposed by any Member or Fellow in good standing by letter
received by the Executive Director not less than sixty days prior to the
election date, and the name of any eligible candidate so proposed by twenty
fifty Members or Fellows shall be entered on the ballot.

Rationale for the proposed amendments to Article IX, Section 2. 1)
Adding another publication in which proposed bylaws amendments may be
published, for example, ASA’s new magazine, Acoustics Today, provides
the Society with greater flexibility for notifying members of proposed
changes. 2) The number of signatures required to add a candidate to a ballot
was set at 20 when the ASA had 1000 members. The Executive Council felt
that the number should be raised to 50 as ASA now has over 7000 members.

Motion. To approve the following revised version of Article XI Meet-
ings:

Meetings of the Society and of the Executive Council shall be held at
such times and places and upon such notice as the Executive Council may
from time to time determine. Fwenty One hundred Members or Fellows
present in person shall constitute a quorum at meetings of the Society, and a
majority of the elected members of the Executive Council shall constitute a
quorum at meetings of the Executive Council, but a less number may in
each case adjourn the respective meetings from time to time. The Executive
Council shall determine the order of business at meetings of the Society.

Rationale for the proposed amendment to Article XI Meetings. ASA’s
attorney has advised the Society that the lawful number for a quorum is now
100 for organizations of ASA’s size.

Charles E. Schmid
Executive Director
Acoustical Society of America

Preliminary notice: 154th Meeting of the
Acoustical Society of America

The 154th Meeting of the Acoustical Society of America will be held Tues-
day through Saturday, 27 November—1 December 2007 at the Sheraton New
Orleans Hotel, New Orleans, Louisiana, USA. A block of rooms has been
reserved at the Sheraton New Orleans Hotel. Information about the meeting
also appears on the ASA Home Page at (http://asa.aip.org/meetings.html).
Charles E. Schmid

Executive Director
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Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Tuesday through Saturday, 27
November—1 December.

The special sessions described below will be organized by the ASA
Technical Committees.

Special Sessions
Acoustical Oceanography (AO)

Deep and shallow seismic sensing of geological structure in the ocean
bottom

(Joint with Underwater Acoustics)

Applications of seismic methods to investigate geophysical processes and
geological structure in the ocean bottom

Storms and intense air—sea interactions

Passive and active acoustic remote sensing of the physical processes in
storms and intense air—sea interactions

Animal Bioacoustics (AB)

Noise and wildlife: Advances in effects research

(Joint with Noise)

Effects of noise on wildlife

Sound source localization

Physiological, behavioral, and anatomical studies of sound source
localization

Architectural Acoustics (AA)

Acoustics of modular construction

(Joint with Noise and ASA Committee on Standards)

Acoustic issues concerning modular building construction

Acoustics of rehearsal facilities

Room acoustic qualities and special challenges of rooms designed for re-
hearsal of music, speech, dance

Even better than the real thing—Rock, pop, and all that jazz!

(Joint with Musical Acoustics, Signal Processing in Acoustics, and Noise)
Design strategies, processing approaches, performance gestures, historical
motivations, and architecture that affect music enjoyed in clubs, cars,
homes, and bars

Impact and footfall noise

(Joint with Noise and Structural Acoustics and Vibration)

Evaluating footfall noise, relationship to impact noise, and remedies
Sound systems in large rooms and stadia

Case studies and issues concerning sound systems in large rooms and
stadia

Biomedical Ultrasound/Bioresponse to Vibration (BB)

Biological effects and medical applications of stable cavitation

(Joint with Physical Acoustics)

Biological effects created by stable cavitation and medical applications of
stable cavitation

Biomedical applications of acoustic radiation force

Broad array of ways acoustic radiation force is used in medicine and biol-
ogy

Topical meeting on tissue response to acoustics and vibrations

Biological response of tissue to acoustics and vibration, including sonopo-
ration, acoustic hemostasis, and stimulation of cell signal pathways

© 2007 Acoustical Society of America 681



Engineering Acoustics (EA)

Infrasonic instrumentation
(Joint with ASA Committee on Standards)
Infrasonic sources, receivers, calibration, wind screens, and software

Education in Acoustics (ED)

Hands-on experiments for high school students

Experiments for high school students

Professional development programs for K-12 teachers of science

Planned to bring together successful models for promoting acoustics edu-
cation. Invited speakers will bring ideas for working with teachers, and
time for panel discussions will be allowed. Members are encouraged to
contribute papers with their suggested ways to work with teachers and
schools

Musical Acoustics (MU)

Musical pitch tracking and sound source separation leading to automatic
music transcription

Various aspects of automatic music transcription including FO detection
(monophonic or polyphonic), instrument spectrum matching, and
instrument/voice separation

Session in honor of Max Mathews

(Joint with Speech Communication)

Recognizing the work of Max Mathews in computer music and other areas
of acoustics

Noise (NS)

Lawn, yard, and portable noise in the U.S.

Recent research and developments

Measurement of noise and noise effects on animals and humans

(Joint with Animal Bioacoustics)

Anthropogenic and non-anthropogenic factors

Rain noise

Rain noise on buildings and structures

Soundscape developments: Case studies and best practices

Recent research and projects which illustrate advances in soundscape
technique

Physical Acoustics (PA)

Acoustic applications for hurricane and storm preparedness, and response
(Joint with Acoustical Oceanography)

Use of sonar to survey waterways; use of acoustics to track storms; how
wind and water affect structural integrity of bridges and roadways; acoustic
and vibration detection of early stages of levee failure

Ultrasound, quantum criticality, and magnetic fields

Emerging methods for the measurement of the acoustic properties of sol-
ids. Topics include non-contact methods, new approaches to imaging varia-
tion of elastic moduli, and non-destructive testing

Signal Processing in Acoustics (SP)

Distributed networks signal processors

Signal processing approaches for integrated distributed sensing systems
with emphasis on data fusion for limited-bandwidth networks and autono-
mous communication, detection, localization, tracking and classification
Session honoring Leon Sibul

(Joint with Acoustical Oceanography and Underwater Acoustics)
Incorporation of the physics of acoustics into signal processing methods

Speech Communication (SC)

Auditory and somatosensory feedback in speech production

Recent advances in probing the role of feedback in speech production
Role of attention in speech perception

Exploring the importance of selective, sustained, and divided attention, and
related cognitive mechanisms in speech perception and the acquisition of
speech sounds

Speech intelligibility and the vowel space
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Exploring the relations between vowel acoustics and speech intelligibility
for various talkers (normal and disordered), speaking styles, speech mate-
rials, and listener populations

Structural Acoustics and Vibration (SA)

Ground vibration impact on buildings

(Joint with Noise)

Impact of ground vibrations generated by surface transportation on build-
ings

Modeling of vibration and radiation in complex structures

Analytic, statistical and numerical methods for modeling vibration and
acoustic radiation from complex structural systems

Underwater Acoustics (UW)

Design of distributed surveillance and oceanographic monitoring systems
(Joint with Acoustical Oceanography)

Integrated sensing, processing and control concepts for distributed acoustic
sensing systems with low-bandwidth, high-latency communication infra-
structure. Exploitation of environmental and situational adaptivity, and col-
laborative processing.

Underwater reverberation measurements and modeling

Reverberation modeling, including benchmark problems/solutions and
datasets appropriate for model validation

Other Technical Events

Technical Tour

A technical tour is planned with the U.S. Army Corps of Engineers to
view the New Orleans levee system and “ground zero” of the levees which
failed during Hurricane Katrina. Army engineers will describe the levee
failure mechanisms and show work in progress to protect the city from
future hurricanes.

Hot Topics

A “Hot Topics” session sponsored by the Tutorials Committee is
scheduled covering the fields of Architectural Acoustics, Speech Communi-
cation, and Structural Acoustics and Vibration.

Exhibit

The meeting will be highlighted by an exhibit which will feature dis-
plays with instruments, materials, and services for the acoustical and vibra-
tion community. The exhibit, which will be conveniently located near the
registration area and meeting rooms, will open at the Sheraton with a recep-
tion on Tuesday evening, 27 November, and will close Thursday, 29 No-
vember, at noon. Morning and afternoon refreshments will be available in
the exhibit area.

The exhibit will include computer-based instrumentation, sound level
meters, sound intensity systems, signal processing systems, devices for
noise control, sound prediction software, acoustical materials, passive and
active noise control systems and other exhibits on vibrations and acoustics.
For further information, please contact: Robert Finnegan, American Inst. of
Physics, Suite INO1, 2 Huntington Quadrangle, Melville, NY 11747; (516)
576-2433; rfinneg@aip.org.

Online Meeting Papers

The ASA provides the “Meeting Papers Online” website where authors
of papers to be presented at meetings will be able to post their full papers or
presentation materials for others who are interested in obtaining detailed
information about meeting presentations. The online site will be open for
author submissions in September. Submission procedures and password in-
formation will be mailed to authors with the acceptance notices.

Those interested in obtaining copies of submitted papers for this meet-
ing may access the service anytime. No password is needed.

The url is (http://scitation.aip.org/asameetingpapers/).



Meeting Program

An advance meeting program summary will be published in the Octo-
ber issue of JASA and a complete meeting program will be mailed as Part 2
of the November issue. Abstracts will be available on the ASA Home Page
(http://asa.aip.org) in October.

ASA Student Council Grants and Fellowship Workshop

The ASA Student Council is pleased to announce a workshop on fel-
lowships and grants for students and post-doctoral members of the ASA to
be offered during the New Orleans meeting.

During the workshop, representatives from the National Science Foun-
dation (NSF), Office of Naval Research (ONR), National Institutes of
Health/National Institute of Deafness and Other Communication Disorders
(NIH/NIDCD), and the Acoustical Society of America Prizes and Special
Fellowships committee will give short presentations on the following topics:

Eligibility for specific grants/fellowships at each level of education
and post-doctoral training

* An overview of the application process, including criteria selection, re-
view process, timelines

* Allowances that are covered under the award (e.g., stipend, travel ex-
penses, research expenses, health insurance)

e General tips and guidelines for application submittal and essay writing

The workshop is planned for Thursday, 29 November, 5:30 p.m. to
7:00 p.m. Look for details and any changes in schedule on the ASA Student
website (http://www.acosoc.org/student/), the student E-zine, and on the Stu-
dent Council bulletin board at the meeting.

Tutorial lecture on weather and acoustics

A tutorial presentation on “Weather and Acoustics” will be given by
Alfred Bedard of the National Oceanic and Atmospheric Administration on
Tuesday, 27 November, at 7:00 p.m.

The relationships between sound and weather can be fascinating,
frightening, useful and at times mystifying. This tutorial lecture explores the
range of intersections between weather and acoustics. Weather can affect
acoustic environments causing noise increases, noise reductions, and sound
focusing. One aspect of this tutorial review results from propagation mod-
eling, indicating that under some conditions the atmosphere can produce
vertical wave guides. Conversely, sound can be used to actively interrogate
the atmosphere and provide information valuable for weather prediction and
warning. Probing capabilities reviewed, with examples, show that wind pro-
files, temperature profiles, wind shears, gravity waves and inversions can be
defined acoustically. There are also possibilities for monitoring other
difficult-to-observe parameters such as humidity profiles. In addition,
weather processes can generate sound, detectable at long ranges using lower
frequencies. Specifically, observing networks have observed infrasound
from a growing number of meteorological events (e.g., severe weather, tor-
nadoes, funnels aloft, atmospheric turbulence, hurricanes, and avalanches).
Efforts to develop an infrasonic tornado detection system are described in
some detail. Results indicate promise to help improve tornado detection and
warning lead times, while reducing false alarms. Clear opportunities exist
for infrasonic systems to provide operational weather data.

To partially defray the cost of the lecture a registration fee is charged.
The fee is $15.00 USD for registration received by 29 October and $25.00
USD at the meeting. The fee for students with current ID cards is $7.00
USD for registration received by 29 October and $12.00 USD at the meet-
ing. To register, use the registration form in the call for papers or register
online at (http://asa.aip.org).

Short Course on Bayesian Signal Processing: Classical,
modern and particle filtering methods

Signal processing methods capable of extracting the desired signal
from hostile environments require approaches that capture all of the “a
priori” information available and incorporate them into a processing
scheme. This approach is typically model-based employing mathematical
representations of the component processes involved. In this short course we
develop the Bayesian approach to statistical signal processing in a tutorial
fashion including the “next generation” of processors that have recently
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been enabled with the advent of high speed/high throughput computers. The
course commences with an overview of Bayesian inference from batch to
sequential processors. Once the evolving Bayesian paradigm is established,
simulation-based methods using sampling theory and Monte Carlo realiza-
tions are discussed. Here the usual limitations of nonlinear approximations
and non-Gaussian processes prevalent in classical nonlinear processing al-
gorithms (e.g., Kalman filters) are no longer a restriction to perform Baye-
sian inference. Next, importance sampling methods are discussed and shown
how they can be extended to sequential solutions. With this in mind, the
concept of a particle filter, a discrete nonparametric representation of a prob-
ability distribution, is developed and shown how it can be implemented
using sequential importance sampling/resampling methods to perform sta-
tistical inferences yielding a suite of popular estimators such as the condi-
tional expectation, maximum a-posteriori and median filters. Finally, a set of
applications are discussed comparing the performance of the particle filter
designs with classical implementations (Kalman filters). Participants will be
introduced to a variety of statistical signal processing techniques coupled
with applications to demonstrate their capability.

The objective of the course is to provide an introduction to the Baye-
sian approach to model-based signal processors and compare their perfor-
mance to classical approaches in terms of applications. We present a detailed
overview of the basic Bayesian model-based processors enabling the partici-
pant to construct simple processors for further investigations.

Participants should have taken basic courses in random processes, sta-
tistics and linear systems theory.

The instructor, James V. Candy, is the Chief Scientist for Engineering
and former Director of the Center for Advanced Signal & Image Sciences at
the University of California, Lawrence Livermore National Laboratory as
well as an Adjunct Professor at the University of California, Santa Barbara.
Dr. Candy is a Fellow of the IEEE and a Fellow of the Acoustical Society of
America (ASA) and Lifetime Member (Fellow) at the University of Cam-
bridge (Clare Hall College). Dr. Candy received the IEEE Distinguished
Technical Achievement Award for the “development of model-based signal
processing in ocean acoustics.” Dr. Candy was also recently selected as an
IEEE Distinguished Lecturer for oceanic signal processing as well as pre-
senting an IEEE tutorial on advanced signal processing available through
their video website courses. He has authored three texts on signal process-
ing, the most recent being, “Model-Based Signal Processing.”

The course will be held on Saturday, 1 December, from 8:30 a.m. to
5:00 p.m.

The registration fee is $300.00 USD and covers attendance, instruc-
tional materials and coffee breaks. The number of attendees will be limited
so please register early to avoid disappointment. Only those who have reg-
istered by 29 October will be guaranteed receipt of instructional materials.
There will be a $50.00 USD discount for registration made prior to 29
October. Full refunds will be made for cancellations prior to 29 October.
Any cancellation after 29 October will be charged a $25.00 USD processing
fee. To register, use the form in the call for papers or register online at
(http://asa.aip.org).

Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a proposal (e-mail preferred) to be received by 17 October to: Elaine Moran,
ASA, Suite INOI, 2 Huntington Quadrangle, Melville, NY 11747-4502,
Tel: 516-576-2359, Fax: 516-576-2377, E-mail: asa@aip.org. The proposal
should include your status as a student; whether you have submitted an
abstract; whether you are a member of ASA; method of travel; if traveling
by auto; whether you will travel alone or with other students; names of those
traveling with you; and approximate cost of transportation.

Young Investigator Travel Grant

The Committee on Women in Acoustics (WIA) is sponsoring a Young
Investigator Travel Grant to help with travel costs associated with presenting
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a paper at the New Orleans meeting. Young professionals who have com-
pleted their doctorate in the past five years are eligible to apply if they plan
to present a paper at the New Orleans meeting, are not currently students,
and have not previously received the award. Each award will be of the order
of $300 with three awards anticipated. Awards will be presented by check at
the WIA luncheon at the meeting. Both men and women may apply. Appli-
cants should submit a request for support, a copy of the abstract for their
presentation at the meeting, and a current resume/vita which includes infor-
mation on their involvement in the field of acoustics and in the ASA. Sub-
mission by e-mail is preferred. Send applications to Dr. Helen Hanson at
helen.hanson@alum.mit.edu. Deadline for receipt of applications is 17 Oc-
tober.

Students Meet Members for Lunch

The ASA Education Committee provides a way for a student to meet
one-on-one with a member of the Acoustical Society over lunch. The pur-
pose is to make it easier for students to meet and interact with members at
ASA meetings. Each lunch pairing is arranged separately. Students who
wish to participate should contact David Blackstock, University of Texas at
Austin, by e-mail (dtb@mail.utexas.edu). Please provide your name, univer-
sity, department, degree you are seeking (BS, MS, or Ph.D.), research field,
acoustical interests, and days you are free for lunch. The sign-up deadline is
ten days before the start of the meeting, but an earlier sign-up is strongly
encouraged. Each participant pays for his/her own meal.

Plenary Sessions, Awards Ceremony, Fellows’ Luncheon and
Social Events

Buffet socials with cash bar will be held on Wednesday and Friday
evenings.

The ASA Plenary session will be held on Thursday afternoon, 29 No-
vember, at the Sheraton where Society awards will be presented and recog-
nition of newly elected Fellows will be announced. There will also be a
Business Meeting held during the Plenary Session.

A Fellows Luncheon will be held on Friday, 30 November, at 12:00
noon at the Sheraton. This luncheon is open to all attendees and their guests.
To register, use the form in the call for papers or register online at
(http://asa.aip.org).

Women in Acoustics Luncheon

The Women in Acoustics luncheon will be held on Thursday, 29 No-
vember. Those who wish to attend this luncheon must register using the
form in the call for papers or online at (http://asa.aip.org). The fee is $15
USD (students $5 USD) for pre-registration by 29 October and $20 USD

(students $5 USD) at the meeting.

Transportation and Hotel Accommodations
Air Transportation

The Louis Armstrong New Orleans International Airport, (Airport
Code MSY) is served by the following airlines: AirTran, American Airlines,
Continental Airlines, Delta Airlines, jetBlue, Northwest Airlines, Southwest
Airlines, United Airlines, and U. S. Airways. For further information see
(http://www.flymsy.com).

Ground Transportation

The Airport is approximately 11 miles from the Central Business Dis-
trict.

Taxicabs: A cab ride costs $28.00 USD from the airport to the Central
Business District (CBD) for one or two persons and $12.00 USD (per pas-
senger) for three or more passengers. Pick-up is on the lower level, outside
the baggage claim area. There may be an additional charge for extra bag-
gage. $1 fuel surcharge added to total fare.

Airport Shuttle: Shuttle service is available from the airport to the
hotels in the CBD for $13.00 USD (per person, one way) or $26.00 USD
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(per person, round trip). Three bags per person. Call 1-866-596-2699 or
(504) 522-3500 for more details or to make a reservation. Advance reserva-
tions are required 48 hours prior to travel for all ADA accessible transfers.
Ticket booths are located on the lower level in the baggage claim area. $2
fuel surcharge added to total fare.

Airport-Downtown Express (E-2) Route: The Airport-Downtown
Express (E-2) provides service from the Louis Armstrong New Orleans
International Airport in Kenner, down Airline Drive into New Orleans. The
Airport bus stop is on the second level of the Airport, near the Delta counter,
in the median (look for the sign and bench). At Carrollton at Tulane it
connects with RTA’s 27-Louisiana and 39-Tulane buses. (Visit the RTA web-
site to check their current schedules.) The Airport-Downtown Express (E-2)
Bus picks up outside airport Entrance #7 on the upper level. The fare for the
Airport-Downtown Express (E-2) is $1.10 USD. The fare boxes will accept
$1, $5, $10, $20 dollar bills and all U.S. coins. The fare boxes will provide
change in the form of a value card that can be used for future fares.

Automobile Rental: There are seven rental agencies with offices on
the lower level of the airport.

Driving Information: From Louis Armstrong International Air-
port: Follow I-10 East to Poydras Street, Exit #234B. Turn left on Camp
Street and proceed 3 blocks to Canal Street. The hotel is located on the right
corner of Canal and Camp Streets. From the East: Follow I-10 West to
Canal Street, Exit #235B. Turn right on Canal Street and proceed 10 blocks
to Camp Street. The hotel is located on the right corner of Canal and Camp
Streets. From the South: Follow the West Bank Expressway across the
Mississippi River into downtown New Orleans and exit at Camp Street.
Continue on Camp Street 4 blocks to Canal Street. The hotel is located on
the right corner of Canal and Camp Streets.

Valet parking service is available on a first come first serve basis
(spaces are limited). Vehicles are secured in a covered garage adjacent to the
hotel. Overnight parking rate for cars is $26.95 plus tax.

Hotel Accommodations and Reservations

The meeting will be held at the Sheraton New Orleans Hotel. A block
of guest rooms at discounted rates has been reserved for meeting partici-
pants at the Sheraton New Orleans Hotel.

Early reservations are strongly recommended. The reservation cut-
off date for the special discounted ASA rates is 25 October 2007; after this
date, the conference rate will no longer be available. You must mention the
Acoustical Society of America when making your reservations to obtain
the special ASA meeting rates. Please make your reservations directly
with the hotel and ask for one of the rooms being held for the Acoustical
Society of America (ASA). Alternatively, reservations can be made
directly online at ¢http://www.starwoodmeeting.com/StarGroupsWeb/res?id
=0705236872&key=37743). This site has been set up specifically for the
Acoustical Society of America, and has the conference rates and all appli-
cable information incorporated into it.

The Sheraton New Orleans Hotel is located on historic Canal Street,
overlooking the Mississippi River and the French Quarter and is a short
walk from Bourbon Street, the Aquarium of the Americas, IMAX Theater,
Riverwalk Marketplace, all the world-famous restaurants and live music
clubs of the Vieux Carré.

The hotel features a pool and fitness center. All rooms are equipped
with coffee makers with complimentary coffee, color cable TV with in-room
movies and video games (fee), Starwood Turbo Net High Speed Internet
Access (fee), in-room safes, hair dryers, irons and ironing boards, telephone
voice mail, video checkout, room service and dual-line telephones.

Sheraton New Orleans Hotel 500 Canal Street
New Orleans, LA 70130

Tel.: 504-525-2500; Toll Free: 1-888-627-7033
FAX: 504-595-5552

Online: http://www.starwoodmeeting.com/StarGroups Web/
res?id=0705236872&key =37743

Rates (excluding taxes)

Single/Double: $159.00 USD

Club Level: $189.00 USD

Taxes: 13% + $3.00 USD occupancy tax



Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, e-mail address,
gender, smoker or nonsmoker preference, not later than 15 October to the
Acoustical Society of America, preferably by e-mail: asa@aip.org or by
postal mail to Acoustical Society of America, Attn.: Room Sharing, Suite
INOI, 2 Huntington Quadrangle, Melville, NY 11747-4502. The responsi-
bility for completing any arrangements for room sharing rests solely with
the participating individuals.

Weather

New Orleans has a subtropical climate with pleasant year-round tem-
peratures. Rainfall is common in New Orleans, with a monthly average of
about five inches of precipitation. Carrying a small foldable umbrella may
be useful for showers. Average temperatures are between 70 degF and
50 deg F in November with average rainfall of 4.1 inches.

New Orleans City Information

For the latest information about the city of New Orleans, please visit
the New Orleans Convention and Visitors Bureau website at http://
www.neworleanscvb.com/.

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device is requested to advise the Society in advance of the
meeting: Acoustical Society of America, Suite 1NO1, 2 Huntington Quad-
rangle, Melville, NY 11747-4502, asa@aip.org.

Child Care During Meetings

Information concerning child care will be added to the meeting infor-
mation on the ASA web site when details become available.

Accompanying Persons Program

Spouses and other visitors are welcome at the New Orleans meeting.
The registration fee for accompanying persons is $50.00 for preregistration
by 29 October and $75.00 at the meeting. A hospitality room for accompa-
nying persons will be open at the Sheraton New Orleans Hotel from 8:00
a.m. to 11:00 a.m., Tuesday through Friday. To “Pass a Good Time” in “New
Awlins,” programs including lectures and tour information are being
planned for the ASA members, spouses, and other visitors accompanying
them.

New Orleans is “Food City,” so the first speaker scheduled for Tuesday
at 9:00 a.m. is restaurant critic Tom Fitzmorris. He’s a well known popular
host of a daily radio show—The Food Show—and author of 4 cookbooks.
Check out his website, (http://www.nomenu.com/tfbio.html). He’ll be bring-
ing his latest cookbook and will be available for questions after his talk.
Notably, more restaurants are open now than there were before Hurricane
Katrina!

Because there is so much to see and do in and around the Crescent
City, on Wednesday at 9:00 a.m., Ann Leonard, a free lance tour guide and
elder hostel lecturer, will present a slide show and talk entitled “It’s a New
Orleans Thing,” a fun talk about the city and its idiocyncracies.

Ann will be able to tell you about the different tours available in the
city. Her knowledge of the industry will give you the insight necessary to
pick and choose what you want to do and where you want to go in the time
available to you. For the tourist, New Orleans has recovered mightily from
Hurricane Katrina. It caused widespread flooding when some of the levees
collapsed from the high wind-driven water. The uptown and downtown ar-
eas, scenic St. Charles Avenue, the parks, universities and French Quarter
are completely restored, so you will not see the devastating effects of the
storm unless you take a guided tour of the neighborhoods that have been
unable to rebuild.

There will be maps and tour information at the Hospitality Room desk
where greeters will be able to assist you.

Founded in 1718, New Orleans is truly a place apart, settled by the
French and Spanish, and remaining so until after the Louisiana Purchase,
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when the “New Americans” moved south. It has its own food, its own
culture, and its own rhythm (read music)—all a potpourri of influences
mixed into one gumbo pot and emerging with its unique flavor. The ASA
will offer a lecture on the history of the area.

Also rich in history is the Mardi Gras—not just a day, but a season,
and for many a way of life. “Laissez Les Bon Temp Roule,” (Let the Good
Times Roll). You’ll enjoy hearing about its traditions and how it influences
the character of the city.

Please check the ASA website at (http:/asa.aip.org/meetings.html) for

updates about the accompanying persons program.

Registration Information

The registration desk at the meeting will open on Tuesday, 27 Novem-
ber, at the Sheraton Hotel. To register use the form in the call for papers or
register online at (http://asa.aip.org). If your registration is not received at
the ASA headquarters by 29 October you must register on site.

Registration fees are as follows:

Preregistration

by Onsite
Category 29 October Registration
Acoustical Society Members $350 $425
Acoustical Society Members One-Day $175 $215
Attendance
Nonmembers $400 $475
Nonmembers One-Day Attendance” $200 $240
Nonmember Invited Speakers One-Day Fee waived Fee waived
Attendance
Nonmember Invited Speakers $110 $110

(Includes one-year ASA membership
upon completion of an application)

ASA Early Career Associate or $175 $215
Full Members
(For ASA members who transferred

from ASA student member status in
20035, 2006, or 2007)

ASA Student Members (with current Fee waived $25
ID cards)

Nonmember Students (with current $45 $55
1D cards)

Emeritus members of ASA $50 $75
(Emeritus status pre-approved by ASA)

Accompanying Persons $50 $75

(Spouses and other registrants who will

not participate in the technical sessions)

*One—day registration is for participants who will attend the meeting for only
one day. If you will be at the meeting for more than one day either present-
ing a paper and/or attending sessions, you must register and pay the full
registration fee.

Nonmembers who simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50 discount off their
dues payment for the first year (2008) of membership. Invited speakers who
are members of the Acoustical Society of America are expected to pay the
registration fee, but nonmember invited speakers may register for one-day
only without charge. A nonmember invited speaker who pays the full-week
registration fee will be given one free year of membership upon completion
of an ASA application form.

Note: A $25 processing fee will be charged to those who wish to
cancel their registration after 29 October.

ONLINE REGISTRATION

Online registration is available at (asa.aip.org).

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.
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2007

5-8 Oct 123rd Audio Engineering Society Convention, New
York, NY [Audio Engineering Society, 60 E. 42 St., Rm.
2520, New York, NY 10165-2520, Tel: 212-661-8528;
Fax: 212-682-0477; Web: www.aes.org]

22-24 Oct NOISE-CON 2007, Reno, NV [Institute of Noise Control

Engineering, INCE Business Office, 210 Marston Hall,
Ames, 1A 50011-2153, Tel.: (515) 294-6142; Fax: (515)
294-3528; E-mail: ibo@inceusa.org]

27 Nov-2 Dec  154th Meeting of the Acoustical Society of America,
New Orleans, Louisiana (note Tuesday through Saturday)
[Acoustical Society of America, Suite 1NO1, 2 Hunting-
ton Quadrangle, Melville, NY 11747-4502; Tel.: 516-
576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
Web: http:/asa.aip.org].

2008

29 June—4 July Acoustics08, Joint Meeting of the Acoustical Society of
America (ASA), European Acoustical Association
(EAA), and the Acoustical Society of France (SFA),
Paris, France [Acoustical Society of America, Suite
INOI, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; Web: http://asa.aip.org/meetings.html].

27-30 Jul NOISE-CON 2008, Dearborn, MI [Institute of Noise
Control Engineering, INCE Business Office, 210 Mar-
ston Hall, Ames, 1A 50011-2153, Tel.: (515) 294-6142;
Fax: (515) 294-3528; E-mail: ibo@inceusa.org]

28 Jul-1 Aug  9th International Congress on Noise as a Public Health

Problem Quintennial meeting of ICBEN, the Interna-
tional Commission on Biological Effects of Noise). Fox-
woods Resort, Mashantucket, CT [Jerry V. Tobias,
ICBEN 9, Post Office Box 1609, Groton CT 06340-
1609, Tel. 860-572-0680; Web: www.icben.org. Email
icben2008 @att.net. |

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite INOI1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
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Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937-
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print

Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90

Volumes 36-44, 1964-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.

Volumes 36-44, 1964-1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound)

Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound)

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 (paper-
bound); Nonmembers $75 (clothbound)

Volumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound)

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound)

Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 (paper-
bound); Nonmembers $90 (clothbound)

Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 616, Price: ASA members $50; Non-
members $90 (paperbound)



ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an ~ are new or updated listings.

August 2007
6-10

27-31

28-31
September 2007
2-17

9-12

9-12

10-13
17-19

18-19

19-21

20-22

24-28

27-29

October 2007
3-5

9-12

17-18

25-26
November 2007

14-16

29-30
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16th International Congress of Phonetic Sciences
(ICPhS2007), Saarbriicken, Germany (Web:
www.icphs2007.de).

Interspeech 2007, Antwerp, Belgium (Web:
www.interspeech2007.org).

Inter-noise 2007, Istanbul, Turkey (Web:
www.internoise2007.org.tr).

19th International Congress on Acoustics (ICA2007),
Madrid, Spain (SEA, Serrano 144, 28006 Madrid, Spain;
Web: www.ica2007madrid.org).

ICA Satellite Symposium on Musical Acoustics
(ISMA2007), Barcelona, Spain (SEA, Serano 144, 28006
Madrid, Spain; Web: www.ica2007madrid.org).

ICA Satellite Symposium on Room Acoustics
(ISRA2007), Sevilla, Spain (Web:
www.ica2007madrid.org).

54th Open Seminar on Acoustics (OSA2007), Prze-
mysl, Poland (Web: www.univ.rzeszow.pl/osa2007/).

3rd International Symposium on Fan Noise, Lyon,
France (Web: www.fannoise.org).

International Conference on Detection and Classifica-
tion of Underwater Targets, Edinburgh, UK (Web:
ioa.org.uk).

Autumn Meeting of the Acoustical Society of Japan,
Kofu, Japan (Acoustical Society of Japan, Nakaura Sth-
Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo 101-0021,
Japan; Fax: +81 3 5256 1022; Web: www:asj.gr.jp/index-
en.html).

Wind Turbine Noise 2007, Lyon, France (Web:
www.windturbinenoise2007.org).

XIX Session of the Russian Acoustical Society, Nizhny
Novgorod, Russia (Web: www.akin.ru).

“3rd Congress of the Alps Adria Acoustical Associa-
tion, Graz, Austria (Web: www.alpsadriaacoustics.org).

Pacific Rim Underwater Acoustics Conference 2007,
Vancouver, BC, Canada (Web:

PRUAC .apl.washington.edu).

2007 Canadian Acoustic Conference, Montréal,
Québec, Canada (Web: caa-aca.ca).

“Institute of Acoustic Autumn Conference 2007,
Oxford, UK (Web: www.ioa.org.uk/viewuocoming.asp).

Autumn Meeting of the Swiss Acoustical Society,
Bern, Switzerland (Web: www.sga-ssa.ch).

“14th Mexsican International Congress on Acoustics,
Leon, Guanajuato, Mexico (Fax:+52 55 5523 4742;
e-mail: sberusta@hotmail.com).

*Reproduced Sound 23, The Sage, Gateshead, UK
(Web: www.ioa.orguk/viewupcoming.asp).
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December 2007

6-9 “International Symposium on Sonochemistry and
Sonprocessing (ISSS2007), Kyoto, Japan (Web:

www.j-sonochem.org/0SS2007).

June 2008

30-4 Acoustics’08 Paris: 155th ASA Meeting + 5th Forum
Acusticum (EAA) + 9th Congres Francais
d’Acoustique (SFA), Paris, France (Web:
www.acoustics08 -paris.org).—See note below—

July 2008

7-10 18th International Symposium on Nonlinear Acoustics
(ISNA18), Stockholm, Sweden (Web:
www.conngrex.com/18th_isna).

28-1 9th International Congress on Noise as a Public

Health Problem, Mashantucket, Pequot Tribal Nation
(ICBEN9Y, P.O.Box 1609, Groton CT 06340-1609, USA:
Web: www.icben.org).

August 2008

25-29 10th International Conference on Music Perception
and Cognition (ICMPC 10), Sapporo, Japan (Web:
icmpc10.typepad.jp).

September 2008

22-26 INTERSPEECH 2008 - 10th ICSLP, Brisbane, Austra-

lia (Web: www.interspeech2008.org).
October 2008

21-24 “Actstica 2008, Coimbra, Portugal (Web: www.spacusti-
ca.pt).

26-29 Inter-noise 2008 Shanghai, China (Web:
www.internoise2008.0rg).

November 2008

2-5 IEEEInternational Ultrasonics Symposium, Beijing,

China (Web:
www.ieee-uffc.org/ulmain.asp?page=symposia).
September 2009
6-10 Interspeech 2009, Brighton, UK (Web:
www.interspeech2009.org).
August 2010

23-27 20th International Congress on Acoustics (ICA2010),

Sydney, Australia (Web: www.ica2010sydney.org).
September 2010
26-30 “Interspeech 2010, Makuhari, Japan (Web:
www.interspeech2010.org).

News from Paris

The latest news concerning the Acoustics’08 Paris Conference (29
June—4 July 2008) shows that the event combines the 155th ASA Meeting,
the 60th Anniversary Celebration of the Société Frangaise d’Acoustique,
the 5th Forum Acusticum (EAA), the 9th Congres Francais
d’Acoustique, the 7th European Conference on Noise Control (Eu-
ronoise), and the 9th European Conference on Underwater Acoustics.

The Mega-Event will take place at Palais des Congres de Paris.
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BOOK REVIEWS

P. L. Marston

Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Sound and Structural Vibration, 2nd Edition

Frank Fahy and Paolo Gardonio

Academic, New York, 2007. 633 pages, 395 (paperback) ISBN
10: 0-12-373633-1.

I have used the first edition of Frank Fahy’s Sound and Structural
Vibration for my course in Penn State’s Graduate Program in Acoustics for
several years. I chose the book partly because my predecessor, Dr. Courtney
Burroughs, recommended it, but mostly because it strives to teach, using
well written passages explaining basic structural acoustics. There are equa-
tions, but not too many of them, and Fahy doesn’t get bogged down in
lengthy mathematical derivations, referring to other books and papers. In the
first edition, he often prodded the reader to fill in some of the missing details
as exercises.

The first edition was useful for demonstrating fundamentally how
structural vibrations interact with neighboring acoustic fields. Fahy ex-
plained how various waves propagate through flat and curved structures, and
radiate sound. He also showed how sound is transmitted through structures,
with a great chapter on transmission loss through various single and double
leafed barriers. Finally, he discussed briefly how enclosed acoustic volumes
couple with structural walls, and introduced numerical methods for solving
structural-acoustic problems.

I found, however, that I needed to supplement the first edition with
more detailed material of my own when teaching my students. I developed
notes on how the forced vibration of structures is a series summation of a
structure’s modal responses; more detailed discussions of cylindrical shell
vibration and sound radiation; and lengthy explanations of numerical meth-
ods in structural acoustics—finite element (FE) modeling of structures,
boundary element (BE) modeling of acoustic spaces, and statistical energy
analysis (SEA) of coupled fluid-structure systems.

I was very pleased, therefore, to find that all of these areas have been
added to the second edition, along with a chapter on active control of sound
radiation and transmission. The book has doubled in size—from 309 to 633
pages—but remains affordably priced (a key factor in choosing a book for
college students). Little, if any, of the material in the first edition has been
removed, but some of it has been rearranged. The reorganization is minor,
and I find nearly all of it to be appropriate.

Since the original material has been reviewed already (see, for ex-
ample: Rich and Peppin’s review in Shock and Vibration Digest, 1986, Vol.
18, page 18, svd.sagepub.com; and Barry Gibbs’ review in the Journal of
Sound and Vibration, 1987, Vol. 117, No. 3, pages 604-605), I will com-
ment mostly on the new material in the second edition. Some of the addi-
tions actually supplement the original material—new and useful plots of
simulated and measured data are used to augment the first edition’s text.
Many of the new illustrations are now reproduced in color. Images of mode
shapes and sound fields are clear and help illustrate the concepts embodied
in the equations and text.

Chapter 1 - Waves in Fluids and Solid Structures has been expanded.
The treatment of cylindrical shell vibrations and modes is more detailed, and
new sections on structural modes and their influence on forced response
have been added. Modal density and modal overlap, key parameters in Sta-
tistical Energy Analysis, are now explained. Chapter 2 expands on forced
response, beginning with simple lumped parameter modeling and continuing
with modal summation approaches for beams, plates, and cylindrical shells.
Mobility formulas (including those for moment mobility, which is rarely
discussed in textbooks) are provided for finite and infinite structures. Fi-
nally, more quantities important to SEA—power and energy density—are
introduced.

Continuing with the modal summation mobility formulations in Chap-
ter 2, Chapter 3 — Sound Radiation by Vibrating Structures now includes
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modal summation approaches for computing sound radiation. Fahy’s origi-
nal wave number-based approach to explaining sound radiation remains
from the first edition, complementing the new approaches. A general discus-
sion of how to use integral (boundary element) techniques to calculate sound
radiated by generally shaped structures has been added.

The authors expanded Chapter 4 — Fluid Loading of Vibrating Struc-
tures slightly to include fluid loading effects on cylindrical shell modes. The
strong collection of formulas for transmission loss through various barriers
in Chapter 5 is now augmented with new information on how transmission
loss is affected by damping treatments and multilayer composite plates,
along with new material on the transmission loss of sound through pipes.
Chapters 6 and 7 have been updated somewhat. Chapter 7 includes more on
boundary element and SEA techniques—this time applied to interior sound
fields.

The numerical analysis material in Chapter 8 has been revised signifi-
cantly. FE modeling approaches for beams and plates, and for acoustic cavi-
ties, are now included. The FE formulations are not meant to be exhaustive,
but provide just enough context to the examples in the figures. The classic
problem of the coupling between a flexible flat plate and a rigid walled
enclosed cavity is solved using an FE/FE approach (panel and cavity mod-
eled with finite elements). The related problem of the sound radiated by a
flexible panel on a box is solved with FE/BE methods (panel modeled with
finite elements and exterior acoustic space modeled with boundary ele-
ments). Throughout the chapter, well conceived color images of mode
shapes and sound fields are included.

Chapter 9 is new—and introduces active control of sound radiation
and transmission. Basic feedback loops and control algorithms are ex-
plained, and examples of the effects of control on actual systems are shown.
This is also the only chapter that discusses practical measurements of sound
and vibration, along with various actuators used to induce vibration—a wel-
come addition to the book.

While the book is quite long now (once again, it has doubled in size),
and the authors have chosen to address a wide range of topics at a general
level, there are still some topics which could have been expanded further. In
particular, there is no discussion of thick beam or thick plate bending wave
theory. At high frequencies and for thick structures, bending waves in beams
and plates depend strongly on in-plane shear stiffness and rotary inertia.
This fact has important ramifications on sound radiation, and thick beam/
plate wave equations and wave speeds could have been included in this
edition without their lengthy and painful derivations. Also, there is little
discussion of the effects that heavy fluids (like water) have on structural
vibrations. For information on heavy fluid loading effects, I will continue to
refer my students to Junger and Feit’s Sound, Structures, and Their Interac-
tion.

The second edition of Sound and Structural Vibration is a well written,
well annotated treatment of nearly everything structural-acoustic at a funda-
mental level. I recommend it strongly for teaching graduate students in
vibration and acoustics, even those without extensive mathematical back-
ground. Short lists of problems are included at the end of each chapter, with
answers provided in the back of the book. The reference list is broad, but not
exhaustive, providing guidance to those who need more rigorous treatments
of the various topics; and the book is well indexed. Also, with its new
material, the second edition of this book makes a fine reference for the
practicing structural-acoustician.

STEPHEN HAMBRIC
Applied Research Lab
Penn State University

State College, Pennsylvania
E-mail: sahl19@psu.edu

© 2007 Acoustical Society of America 689



REVIEWS OF ACOUSTICAL PATENTS

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039

ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453

JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068

GEOFFREY EDELMANN, Naval Research Laboratory, Code 7145, 4555 Overlook Ave. SW, Washington, DC 20375
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228

DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344

NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290

ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

ROBERT C. WAAG, Department of Electrical and Computer Engineering, University of Rochester, Rochester, New York 14627

7,178,408

43.28.Tc SODAR SOUNDING OF THE LOWER
ATMOSPHERE

Andrew Louis Martin, assignor to Tele-IP Limited
20 February 2007 (Class 73/861.25); filed in Australia 26 February
2003

A sound direction and ranging system is proposed using a received
(bistatic or monostatic) chirp to extract arrival amplitude and phase in order
to estimate wind speed and bearing in the lower atmosphere. Such tech-
niques have been used for a long time in underwater and medical applica-
tions. The patent claims techniques to overcome the practical issues of an
atmospheric implementation.—GFE

7,180,827

43.30.Wi SURFACE ACOUSTIC ANTENNA FOR
SUBMARINES

Francois Luc and Eric Sernit, assignors to Thales
20 February 2007 (Class 367/141); filed in France 15 February
2002

This patent proposes methods to overcome self-generated noise con-
taminating a submarine’s flank arrays. Velocity sensors are combined with
conventional pressure sensors in order to remove noise in a direction that is
normal to the hull.—GFE

7,187,619

43.30.Wi METHOD AND APPARATUS FOR HIGH-
FREQUENCY PASSIVE SONAR PERFORMANCE
PREDICTION

Juan L. Arvelo, Jr. et al., assignors to The Johns Hopkins
University
6 March 2007 (Class 367/13); filed 11 March 2004

A dubious patent claim is made for a software package that predicts
the performance of passive high-frequency sonar. The system uses location,
time of year, noise, and weather as input to the well known CASS ray
tracing model. This reviewer’s performance prediction is that the merit of
this patent will be undetectable.—GFE
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7,177,233
43.30.Yj SYNTHETIC SONAR ANTENNA

Didier Billon, assignor to Thales
13 February 2007 (Class 367/88); filed in France 6 August 2002

In order to reduce the number of sensors in a synthetic aperture sys-
tem, this patent proposes a self-calibration technique based on a spatial
displacement along the array, a time delay, and a change in bearing between
two correlated signals transmitted in sufficiently short time intervals.—GFE

7,180,828

43.30.Yj NON-KINKING OIL-FILLED ACOUSTIC
SENSOR STAVE

Keith E. Sommer and Henry P. Stottmeister, assignors to The
United States of America as represented by the Secretary of the
Navy

20 February 2007 (Class 367/154); filed 22 April 2004

Manufacturing techniques are proposed that prevent commonly used
oil-filled acoustic line arrays from kinking.—GFE

7,187,105

43.30.Yj TRANSDUCER WITH COUPLED
VIBRATORS

Hiroshi Shiba, assignor to NEC Corporation
6 March 2007 (Class 310/325); filed in Japan 15 June 2004

A combination Langevin (axial mode) and bending (faceplate) mode
transducer of wide bandwidth is claimed. Sound radiation is from faceplate
2. Dimensions of the front mass 3, rear mass 7, faceplate 2 diameter, and
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thicknesses 4-5 are selected, all bound by bolt 8. The Langevin mode pro-
vides low-frequency sound radiation while faceplate bending modes provide
high-frequency sound radiation.—AJC

7,039,530
43.35.Zc FLUID MEASUREMENT

John H. Bailey et al., assignors to Ashcroft Incorporated
2 May 2006 (Class 702/50); filed 29 December 2003

A method is presented for the measurement of the fluid level in a
container such as an underground tank or a railroad car used for the storage
or transportation of gas, oil, water, etc. An ultrasonic vibration, typically in
the range 30-150 KHz, is introduced by apparatus 130 into the container

150~
Monitoring
130~ 140 Facility
Fluid
Measurement
113b Apparatus

113a

wall at point 132. The vibration travels around the container wall and is
affected by the level of fluid in the tank. The resulting vibration is measured
at the external tank surface 113b and the signal travel time is measured to
determine the level of fluid in the tank.—DLR
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7,174,788

43.35.Zc METHODS AND APPARATUS FOR
ROTARY MACHINERY INSPECTION

Gerald John Czerw and Laurie Diane Donovan, assignors to
General Electric Company
13 February 2007 (Class 73/620); filed 15 December 2003

Removing turbine or compressor blades from the rotors for inspection
is costly, but the roots of such blades are difficult to inspect when these
blades are assembled in a rotor. This patent describes inspection systems in
which a steered array of ultrasonic transducers placed near a blade root
sends beams into the root at various angles and senses the reflections. A
traversing assembly is used to move the transducer system along the blade
chord —EEU

7,181,957

43.35.Zc MEASUREMENT, COMPENSATION AND
CONTROL OF EQUIVALENT SHEAR RATE
IN ACOUSTIC WAVE SENSORS

Jeffrey C. Andle, assignor to Biode Incorporated
27 February 2007 (Class 73/54.41); filed 19 December 2005

A liquid- and viscoelastic-material viscosity meter is claimed where
the shear rate (gradient) in that medium is measured. Shear waves 35 from
transmitter 30 travel down a channel after multiple reflections from channel

10 20

Insertion Loss

Power Source
50

Summation
Module

Output Power
Detector
55

60

T
viscosity
translation
module
65

surfaces 45 to detector transducer 40. The frequency and amplitude of the
transmitted wave 35 are adjusted such that the amplitude of the received
wave is suitably small. Frequency and amplitude values indicate viscosity.—
AlC
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7,146,020

43.38.Dv STRUCTURE FOR THE SOUND COIL OF
LOUDSPEAKER

Jack Peng, assignor to Meiloon Industrial Company, Limited
5 December 2006 (Class 381/409); filed 20 November 2002

By using an oilpaper former 11 and either two of four independent
layers of coils 2, the ends of which are connected to “thick wires” 3, as well
as providing vents 12, a voice coil that is smaller than a single coil can be
produced that, according to the patent, is “‘superior to conventional voice

coils” and is “industrial valuable.” This may be, but the added complexity
of the invention may offset this superiority, and the very terse (but confus-
ing) patent consisting of less than two and one-half columns of text does not
discuss this.—NAS

7,176,601

43.38.Fx PIEZOELECTRIC POWER GENERATION
SYSTEM AND SENSOR SYSTEM

Hidetoshi Tanaka and Norio Ohkubo, assignors to Hitachi,
Limited

13 February 2007 (Class 310/339); filed in Japan 5 September
2003

This patent should be of interest to those concerned with energy har-
vesting and structural vibration. The authors describe a simple device (and

82 j’ el

N7 %)

6 ~—7(2)
7777777777 A~

:PIEZOELECTRIC POWER GENERATION SYSTEM
:VIBRATOR
;PAEEOELECTRIC ELEMENT

7:BEAM
8: IMPACT ELEMENT

2CONI—

its variations) that can be used to convert vibration energy of large ampli-
tude (such as the motion of the human body, or rolling machinery) to elec-
tricity. In the figure, there is a kinetic energy object (a ball is pictured) that
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rattles around in a cage of piezoelectric material, whose electrodes are wired
to a bridge rectifier. The concept is simple enough that it would work,
although the efficiency is not mentioned. The patent is not detailed enough
to warrant reading, so if you understand the figure, you understand the
concept.—JAH

7,146,011

43.38.Hz STEERING OF DIRECTIONAL SOUND
BEAMS

Jun Yang et al., assignors to Nanyang Technological University
5 December 2006 (Class 381/77); filed 28 February 2004

A procedure is disclosed for steering a directional audio beam that is
self-demodulated from an ultrasound carrier. An array of transducers made
from lead zirconate titanate, or possibly another material, are fed signals that
are processed using techniques proposed by Blackstock, Kamakura et al.,
Kite et al., and Pompei, as well as using zeroth-order Bessell functions to
minimize spreading (as proposed by the Mayo Foundation) per the Durnin

>

21

20

FIG3

20
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theory for designing non-diffracting beams. The device is said to have use in

advertising in public spaces, providing multiple audio beams for same, as

well as a means for physically rotating the transducer array to make use of

nearby surfaces for reflecting the beam. The patent could also be classified

under PACS category 43.60.Dh—NAS

7,149,323
43.38.Ja SPEAKER

Kiyoshi Yamagishi, assignor to Matsushita Electric Industrial
Company, Limited

12 December 2006 (Class 381/415); filed in Japan 13 February
2001

The lowest resonant frequency of an electrodynamic cone-type trans-
ducer is controlled, in part, by the flexibility of the centering spider or
damper. So, why not replace the damper with a centering rod? This has been

done, but the friction due to the center post 8 in bearing 5 causes resonances,
among other deleterious effects, that are transmitted to the diaphragm 9.
This friction is reduced by using a magnetic fluid 7 which is confined to
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cavity 6 which can then fill the gap between the bearing and the rod. The
invention describes the shape of the cavity into which the fluid is
introduced.—NAS

7,151,837
43.38.Ja LOUDSPEAKER

Graham Bank et al., assignors to New Transducers Limited
19 December 2006 (Class 381/190); filed in United Kingdom
1 August 2001

A cell phone display 66 that can support bending waves is excited via
68 g6 90 68

rwr——; ]
YA =1 7
) ' ( v 2 ame

\ i |
J )
108 86 88 \ 94

stub 94 by upper 90 and lower 88 transparent piezoelectric bimorph
beams.—NAS
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7,158,648

43.38.Ja LOUDSPEAKER SYSTEM WITH
EXTENDED BASS RESPONSE

Aaron L. Butters and Sargam Patel, assignors to Harman
International Industries, Incorporated
2 January 2007 (Class 381/160); filed 15 July 2003

In the eternal search for more from less, one area that has seen a lot of
action since the dawn of modern sound reproduction is how to get more bass
from a small enclosure. Adding a passive radiator was suggested by Olson in

138 112

120

108/

140

18—~

136
the 1930s and inventors have been incorporating this idea since then. In this
instance, passive radiator 104 surrounds the active transducer 102, which is
mechanically supported by mechanism 106. Note that passive driver sur-
rounds 134 and 136 are not similar in shape.—NAS
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7,174,990

43.38.Ja TANGENTIAL STRESS REDUCTION
SYSTEM IN A LOUDSPEAKER SUSPENSION

Brendon Stead ef al., assignors to Harman International
Industries, Incorporated
13 February 2007 (Class 181/172); filed 7 February 2005

This is a revision of United States Patent 6,851,513 [reviewed in J.
Acoust. Soc. Am. 118(2), 586 (2005)]. A major goal of the invention is to
increase the linearity and excursion range of a loudspeaker suspension with-
out increasing its size. A conventional half-roll suspension has substantial
radial and tangential stresses at large cone excursions, as well as excessive
damping losses. Loudspeaker designers have wrestled with the problem for
more than 50 years. Some early high-fidelity loudspeakers used soft leather

.- 46

for the outer suspension. A Western Electric aluminum cone loudspeaker had
discrete hinged sections separated by large gaps filled with a rubbery damp-
ing material. This patent describes an approach in which the cross-sectional
shape of the suspension varies around its circumference. In the embodiment
shown, the dotted lines indicate the high point of the roll. The undulating
geometry allows the suspension elements to stretch more easily—GLA

7,177,437

43.38.Ja MULTIPLE APERTURE DIFFRACTION
DEVICE

Michael Adams, assignor to Duckworth Holding, LL.C ¢/o OSC
Audio Products, Incorporated
13 February 2007 (Class 381/340); filed 18 October 2002

Loudspeaker line arrays are currently in vogue for sound reinforce-
ment and concert sound applications. However, it is difficult to create a true
line source at frequencies above 2 kHz or so. A number of patents have been
granted for various kinds of audio plumbing-convoluted waveguides that
conduct sound from a conventional high-frequency driver to a vertical slot

Reviews of Acoustical Patents 694



N\ ﬂ’”” 7,178,629

/04‘\
I 43.38.Ja ELECTROACOUSTIC PUBLIC ADDRESS
= UNIT WITH ACOUSTIC HORN OR WAVEGUIDE

Eric Vincenot, assignor to NEXO
20 February 2007 (Class 181/191); filed in France 23 July 2001

A so-called diffraction horn expands in one plane while retaining con-
stant width in the other. The horn mouth normally terminates in a slotted
opening with a gentle arc or straight section. In many cases there is a
= terminating flare at the mouth that further modifies the radiation angle. This

with equal path lengths. The ‘“‘tree” geometry shown here appears to be both
simple and effective.—GLA

7,177,440

43.38.Ja ELECTROMAGNETIC TRANSDUCER WITH
ASYMMETRIC DIAPHRAGM

Patrick M. Turnmire et al., assignors to Step Technologies
Incorporated

patent describes a horn design that enables the user to modify the terminat-
13 February 2007 (Class 381/412); filed 31 December 2002

ing flare by attaching another section of different dimensions. It would be
interesting to see typical polar plots showing the directional performance,
with and without the added section—JME

Audiophiles of a certain age will remember a planar loudspeaker
whose diaphragm was shaped like an ear to suppress symmetrical breakup
modes. It didn’t work very well. One might apply the same idea to a more 7,181,039

43.38.Ja THERMAL CHIMNEY EQUIPPED AUDIO
SPEAKER CABINET

Enrique M. Stiles and Richard C. Calderwood, assignors to Step
Technologies Incorporated
20 February 2007 (Class 381/397); filed 30 January 2004

There was a time when a “high-power” loudspeaker could handle 25
or 30 w without self-destructing. Today, a good woofer is expected to oper-
ate reliably with an input of several hundred watts. Since a low-frequency

LS OoD1
* 40
\ 24L
conventional loudspeaker by using an oval cone driven off-center, as shown. loudspeaker is only a few percent efficient at best, the resulting heat buildup
Earlier experimenters found that this doesn’t work very well either. The can be a serious problem, especially if the loudspeaker is mounted in a
patent contains a lot of theory but no test results.—GLA closed box. Various methods of heat dissipation have been proposed, includ-
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ing fans, finned plates, and water-cooled radiators. This patent suggests that
heated air rising through metal chimney 22 can effectively transfer heat
from the cabinet to external air—GLA

7,184,562
43.38.Ja LOUDSPEAKER APPARATUS

Hideki Seki and Makoto Yamagishi, assignors to Sony
Corporation
27 February 2007 (Class 381/160); filed in Japan 9 July 2001

Loudspeaker experimenters love to play with sound-reflecting panels.
In some designs, sound is reflected from room walls. In others, reflectors are
integrated into the overall cabinet design. One single-cabinet stereo system
had hinged side panels that served as 45-degree reflectors when opened. The

novel feature of this current rehash is that panels 8L, 8R “can swing on a
rear plate of the loudspeaker cabinet.” Oh, the panels can also be illumi-
nated by LEDs mounted on the back of the cabinet—GLA

7,184,567

43.38.Ja THIN SPEAKER AND METHOD OF
MANUFACTURING THE SPEAKER

Hiroshi Sugata and Hirohumi Onohara, assignors to Foster
Electric Company, Limited
27 February 2007 (Class 381/433); filed in Japan 25 February 2002

To minimize depth, moving-coil loudspeakers are sometimes made

A R EAEA
R

inside-out with the magnetic assembly nested inside the cone. The variant
shown here is both inside-out and upside-down. The novelty of the design

696  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

appears to lie in the assembly procedure, which is described at some
length.—GLA

7,043,434

43.38.Md INTEGRATED SPEECH SYNTHESIZER
WITH AN AUTOMATIC IDENTIFICATION OF
SPEAKER CONNECTIONS AND IDENTIFICATION
METHOD USED THEREOF

Wuu-Trong Shieh, assignor to Elan Microelectronics Corporation
9 May 2006 (Class 704/270); filed in Taiwan 20 December 2000

The term “‘speech synthesis,” as used here, in fact refers only to the
process of digital-to-analog (D/A) conversion. A well-known problem in the
field of D/A conversion of audio signals is the issue of the digital code used
to represent the analog zero-voltage level. Between playbacks, the converter
is typically driven to some specific “no code” value. If the digital “no
code” value gets converted to a nonzero analog voltage, then some sort of
click suppression system, typically an analog ramp generator, must be in-
cluded in the circuitry. But a new problem arises when different D/A cir-
cuits, which may differ in the type of zero-level coding used, are to be
interconnected to a common analog output. The patent describes a flag cod-
ing standard by which the click suppression circuit could be automatically
switched into the D/A playback circuit when required.—DLR

7,180,222
43.38.Rh SURFACE ACOUSTIC WAVE DEVICE

Hajime Kando et al., assignors to Murata Manufacturing
Company, Limited
20 February 2007 (Class 310/313 A); filed in Japan 12 August 2002

A surface acoustic wave (SAW) cell-phone, radio-frequency, bandpass
filter operating in the second leaky wave mode with low propagation loss is
claimed. Gold film electrodes confine the SAWs to the surface. A lithium
niobate substrate cut on specified Euler angles and a silicon dioxide protec-

EULER ANGLE (0, 24, 90)

0.20
0.18
0.16
0.14
0.12
0.10
0.08
0.06
0.04
0.02
0.00

0.00

TRANSMISSION LOSS [dB/A]

0.02

0.04
H/ A

tive coating are used. The figure shows the propagation loss vs gold elec-
trode thickness H for propagation for open circuit af and closed circuit am
conditions. Second leaky wave propagation speeds are from 4663 m/s (Vm)
to 5025 m/s (Vf).—AJC

006 008 0.10
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7,180,223
43.38.Rh SURFACE ACOUSTIC WAVE DEVICE

Kyosuke Ozaki et al., assignors to Alps Electric Company,
Limited

20 February 2007 (Class 310/313 A); filed in Japan 6 February
2004

To achieve robust electrodes, low losses, and enhanced resonance Q,

[11] AXIS
Y AXIS DIRECTIONOF  DIRECTION
BASE SUBSTRATE
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NS I N /?3

I /) A
( CRYSTAL \ CRYSTAL
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laminated structure 21-23 has specified electrode crystal axis 13a orientation
with respect to the substrate crystal axes 12.—AJC

7,187,101
43.38.Rh SURFACE ACOUSTIC WAVE FILTER

Hideo Kidoh, assignor to Murata Manufacturing Company,
Limited
6 March 2007 (Class 310/313 A); filed in Japan 4 February 2003

A compact SAW filter is claimed embodying a single phase unidirec-
tional transducer (SPUDT) 7 with finger dimensions as shown in the figure.
Electrode film thickness-to-wavelength ratio is in the range of 0.035-0.06.
Finger material is an aluminum alloy and a layer that is not aluminum. The

7

R

A/16 T

y
s
A

~N
y ®

31/16(A/8

piezoelectric substrate is cut at specified Euler angles. The velocity disper-
sion of this filter is negative, the temperature stability is good, and the
bandwidth is less than 2 %.—AJC

697  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

7,187,956

43.38.Si PORTABLE COMMUNICATION
APPARATUS AND MICROPHONE DEVICE FOR THE
APPARATUS

Shigeru Sugino et al., assignors to Hosiden Corporation
6 March 2007 (Class 455/575.3); filed in Japan 28 September 2001

Ideally, the sound pickup properties of a cell phone should be the same
whether the case is open or closed. The problem becomes even trickier if a
close-talking, noise-canceling microphone is used. In this design an input
aperture M1 is located on the inner surface of the case and conducts sound
to one side of microphone 5. An ambient sound aperture M2 is located on

\

the rear surface and conducts sound to the opposite side of the microphone
diaphragm. When the case is closed, M2 becomes the input aperture and M1
becomes the ambient sound aperture. Exactly how ambient sound finds its
way to M1 when the case is closed is not explained. —GLA
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7,042,990

43.38.Si METHOD FOR PARAMETRIZING THE
GREETING MESSAGE OF A VOICE MAILBOX

Rodolphe Marsot, assignor to Cegetel Groupe
9 May 2006 (Class 379/88.23); filed 2 October 2003

In a typical cell phone system, a voice mailbox of some type is made
available for the user to record a message to be presented to a caller when
the user cannot answer the phone. Such a message might include a voice
message plus one or more of a video clip, text, or a Touch Tone™ sequence.
With a prior art cell phone system, such a message is typically produced by
the process of calling in to the server and going through various trial runs
until a satisfactory message is completed. During the time the message is
being prepared, both the user’s phone and the user’s voice mailbox are
unavailable to take incoming calls. This patent would provide all the neces-
sary functions in the user’s phone to prepare and evaluate the message
locally, including trial playbacks and rerecording. Once a satisfactory mes-
sage has been created, the user would then call into the server and upload
the message, thus tying up the message system for only a short period of
time. The message would be stored and transmitted using a format described
here as multimedia messaging service (MMS). It is unknown to this re-
viewer whether MMS is related to any widely accepted standard.—DLR

7,184,786

43.38.Si TECHNIQUES FOR COMBINING VOICE
WITH WIRELESS TEXT SHORT MESSAGE
SERVICES

Inderpal Singh Mumick et al., assignors to Kirusa, Incorporated
27 February 2007 (Class 455/466); filed 21 December 2004

It’s not enough that a caller can leave a voice recording or send a text
message to your cellular phone. This patent describes a method to do both at
the same time by including a short voice message along with a text
message.—GFE

7,177,432

43.38.Vk SOUND PROCESSING SYSTEM WITH
DEGRADED SIGNAL OPTIMIZATION

Bradley F. Eid and William Neal House, assignors to Harman
International Industries, Incorporated
13 February 2007 (Class 381/22); filed 31 July 2002

Degraded optimization is an idea whose time has come. The seeming
oxymoron is actually intended to be read as “‘optimization of degraded
signals” and is concerned with automotive sound reproduction. The acous-

tics of the listening space, the listener/loudspeaker geometry, varying
INTERIOR

/MIC 150-1
104-1
e \

DOOR

1044\ 17

background noise, and less-than-optimum FM reception define a listening
environment quite different from a home theater. The patent describes suit-
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able techniques for decoding stereo signals, adding ambience to mono sig-
nals, and adjusting volume in relation to background noise.—GLA

7,181,029

43.38.Vk SPEAKER SYSTEM FOR PICTURE
RECEIVER AND SPEAKER INSTALLING METHOD

Kazuhiko Ikeuchi et al., assignors to Matsushita Electric
Industrial Company, Limited
20 February 2007 (Class 381/306); filed in Japan 7 August 2003

The front panel of a TV receiver is largely taken up by the video
display, leaving little room for left and right loudspeakers. Earlier patents
have proposed complicated waveguides or arrays of small speakers to deal
with the problem. Another common approach is to augment limited-range
left and right speakers with larger woofers located under the screen. To
maintain good stereo localization, such two-way systems use a low cross-
over frequency, perhaps 200 Hz, and try to position the left and right speak-
ers close to their respective woofers. This patent asserts that a much higher
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crossover frequency can be used, the left and right speakers 2 can be located
higher, and woofers 3 can (and should) be located closer together, without
compromising stereo imaging over a fairly large listening area. By tweaking
crossover phase characteristics in relation to relative distances, listeners M
and N presumably receive the same balance of low-frequency and high-
frequency sound. Five magic formulas are presented to prove that it must be
so, but this reviewer is skeptical. Moreover, other requirements for good
stereo reproduction seem to have been ignored in the process.—GLA

7,176,770

43.40.Cw CAPACITIVE VERTICAL SILICON BULK
ACOUSTIC RESONATOR

Farrokh Ayazi et al., assignors to Georgia Tech Research
Corporation
13 February 2007 (Class 333/186); filed 22 August 2005

This patent describes a MEMS-based mechanical resonator for use in
tunable resonator applications operating in the VHF and UHF bands. These
resonators are incorporated as movable plate pieces in variable capacitors,
suggesting tuning capability and modulation capability as well. The primary
function is to operate as a tunable bandpass filter, with tuning accomplished
by a dc voltage in series with the input signal as shown in the figure. In
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operation, the signal is fed into 14 (left) and taken out at 14 (right). A bias
voltage is applied to bar 15, allowing the gap capacitance to be used and
driven by the rf signal, while a tuning voltage applied in series with the rf
input allows the filter passband to be tuned. The concept is not novel, but the
realization in this case is well thought out. Q and impedance specifications
are given, and the authors say it has been operated up to 500 MHz.—JAH

7,183,690
43.40.Cw RESONANCE SHIFTING
Lior Shiv et al., assignors to Nanomotion Limited

27 February 2007 (Class 310/312); filed 11 April 2005

This patent describes the use of holes and/or notches drilled into the
sides of a resonant beam to affect the resonant frequencies of one or more
modes of the beam. In this way, the phase shift between tangential and
perpendicular motions can be controlled when the beam is used as the driv-

25 74 24
™~

-

32

=
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~ 24

ing pawl of a linear motor. The softening of each mode of vibration is
controlled by locating the holes at the appropriate points with respect to the
resonance nodes and antinodes, allowing it to be tuned after production.—
JAH

7,180,303

43.40.Le SIMPLE PARTIAL DISCHARGE
DETECTOR FOR POWER EQUIPMENT USING
ACOUSTIC EMISSION TECHNIQUE

Jiann-Fuh Chen et al., assignors to Unelectra International
Corporation
20 February 2007 (Class 324/536); filed 1 December 2005

The author claims an acoustic-emission, high-voltage, component
voltage-breakdown sensor for transformers, switchgear, etc. Acoustic emis-
sion sensor 2 (essentially a piezoelectric accelerometer) attached to compo-
nent 1 sends breakdown pulses to preamplifier 3, amplifier 4, bias circuit §
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and signal processor 6 where pulses above a reference value are shaped into
longer rectangular pulses for counter output P2, 7. Multiple pulses per sec-
ond indicate incipient voltage breakdown within 1. Signals P1 can also be
sent for subsequent alerts and indicator lights to signal that maintenance is
required.—AJC

7,187,254

43.40.Sk FILM BULK ACOUSTIC RESONATOR
FILTERS WITH A COPLANAR WAVEGUIDE

Qingxin Su et al., assignors to TDK Corporation
6 March 2007 (Class 333/189); filed in United Kingdom
29 November 2000

This patent discloses the use of piezoelectric film bulk acoustic reso-
nators (FBARs) embedded in a coplanar waveguide as a means of imple-
menting electrical bandpass filters. FBARs 25 are incorporated into coplanar
waveguide formed by 24 and 27 by bridging the ground electrodes 27 and

— ..

\\\\\M\\ L

me

.

11/
fitting in series with the signal electrode 24. By this means, the authors
assert that the filter can be made more compact than the usual wirebonded
FBAR, and the ground plane characteristics can be more easily predicted.
An example is given of how this replaces a discrete ladder filter network.—
JAH

27—

27—

7,178,794

43.40.Tm FLUID ISOLATOR ASSEMBLY AND
FLOATING ELASTOMERIC DAMPING ELEMENT

John Frederick Runyon, assignor to Seagate Technology LL.C
20 February 2007 (Class 267/64.27); filed 10 September 2003

It is intended that several isolators of the type disclosed in this patent
be used to support a platform on which sensitive equipment is located. An
isolator according to this patent consists in essence of two isolators in series.
The first isolator consists of a diaphragm atop a pressurized chamber and is
intended to attenuate vibrations at relatively low frequencies; the chamber
pressure may be adjusted to accommodate different payloads. The second
isolator consists of two flexible disks that are joined at their edges by a
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relatively thick annulus of viscoelastic material; it is intended to provide
additional attenuation at higher frequencies.—EEU

7,178,818

43.40.Tm VIBRATION DAMPING DEVICE FOR USE
IN AUTOMOTIVE SUSPENSION SYSTEM AND
SUSPENSION SYSTEM USING THE SAME

Akira Katagiri et al., assignors to Tokai Rubber Industries,
Limited

20 February 2007 (Class 280/124.144); filed in Japan 10 March
2003

A device as described in this patent in essence consists of a rubber
bushing that is located where a suspension member is connected to the
vehicle body. A sensor that is included in the bushing’s housing is used to
sense relative motion between the outer and inner portions of the bushings,
so as to provide a signal that may be used to activate an antilock brake
system, for example.—EEU

7,182,187

43.40.Tm DAMPER AND VIBRATION DAMPING
STRUCTURE USING THE SAME

Masami Mochimaru et al., assignors to Oiles Corporation
27 February 2007 (Class 188/297); filed in Japan 21 February 2002

Dampers according to this patent are intended to be used in diagonal
bracing for buildings to assist in the reduction of earthquake-induced vibra-
tions. A typical damper consists of two relatively close-fitting concentric
tubes with viscous or viscoelastic material between them. The outer tube
may be connected near the top of a column, for example, while the inner
tube is connected near the bottom of an adjacent column. Distortion of the
building frame then results in relative motion between the tubes, thus induc-
ing shear and attendant energy dissipation in the viscous or viscoelastic
material. —EEU

7,174,879

43.40.Vn VIBRATION-BASED NVH CONTROL
DURING IDLE OPERATION OF AN AUTOMOBILE
POWERTRAIN

Michael Chol et al., assignors to Ford Global Technologies, LLC
13 February 2007 (Class 123/406.21); filed 10 February 2006

In order to reduce an automotive vehicle’s vibrations when the engine
is idling, the engine’s spark timing is adjusted so as to reduce the idling
speed in the event that a vibration signal from a sensor exceeds a predeter-
mined threshold. Although the idling speed can be adjusted a priori, this
system is said to be useful in cases where the idling conditions change with
wear and varying dynamic conditions.—EEU

7,180,605

43.40.Yq VIBRATION SENSOR UTILIZING A
FEEDBACK STABILIZED FABRY-PEROT FILTER

Dan Huber and Paul Corredoura, assignors to Agilent
Technologies, Incorporated
20 February 2007 (Class 356/519); filed 28 September 2004

An acceleration transducer is claimed comprising Fabry-Perot mirrors
14 (fixed) and 13 mounted on cantilever springs 16. Mirror 13 is subject to
displacement by acceleration force 267. A countering electrostatic charge
266 is also applied via the control circuit. This electrostatic force maintains
the mirror position. Detection of mirror error displacement is via cavity light
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at two optical frequencies from electrically pumped laser-medium transmit-
ter 20 by optical fiber 268 to a light sensor. The amplitude of Fabry-Perot
light transmitted to the fiber is a function of the spacing between mirrors 13
and 14. A control circuit changes the electrostatic force voltage to maintain
mirror 13 at its static location. That control voltage then becomes the accel-
eration output signal of this vibration sensor.—AJC

7,177,433

43.50.Ki METHOD OF IMPROVING THE AUDIBILITY
OF SOUND FROM A LOUDSPEAKER LOCATED
CLOSE TO AN EAR

Alastair Sibbald, assignor to Creative Technology Limited
13 February 2007 (Class 381/71.6); filed in United Kingdom 7
March 2000

Lightweight noise-cancelling headsets are surprisingly effective in re-
moving annoying background noise. These typically include a sensing mi-
crophone in the outer surface of each ear cup. The electrical signal from the
microphone is amplified, lowpass filtered, and then subtracted from the pro

Ambient leakage

Microphone
characteristics

'Q\N

11—

Driver-to-cavity

Compensating filter
@

gram signal. High frequencies are passively attenuated by the ear cup itself.
This patent asserts that more effective noise cancellation can be achieved by
including higher frequencies and electrically compensating for head-related
effects, including individual ear geometries.—GLA

7,182,994
43.55.Dt ACOUSTIC FLOOR MAT

Cooksey Timothy Scott, assignor to Pretty Products, Incorporated
27 February 2007 (Class 428/131); filed 8 January 2003

This proposed floor mat is designed to keep water out, but let sound
through. It is envisioned for automobiles or other acoustic spaces where

Reviews of Acoustical Patents 700



sound quality might be diminished by undermining the original acoustic
design. This is not a psychological acoustics patent.—GFE

7,040,167

43.58.Fm METHOD AND APPARATUS FOR
DETECTING HOLES IN PLASTIC CONTAINERS

Donald W. Hayward et al., assignors to Plastic Technologies,
Incorporated
9 May 2006 (Class 73/592); filed 31 October 2002

A defect monitoring system is described for use in the production of
plastic containers 14, which are to be tested as airtight. In order to detect any
air leaks in a container, compressed air is injected into the container and an
acoustic pickup 26 detects any air leaks. Described as an ultrasonic system,
the operating frequency is said to be in the range of 5—40 KHz. In setting up
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and testing the leak detection system, the best results were obtained by using
a polyvinyl chloride tube of 1 in. internal diameter and a length of 12.9 in.,
placed on the pickup of a Radio Shack sound level meter. The claims in-
clude specification of the tube, but not the meter—DLR

7,183,699

43.58.Wc STACKED TYPE ELECTRO-MECHANICAL
ENERGY CONVERSION ELEMENT AND
VIBRATION WAVE DRIVING APPARATUS

Yutaka Maruyama and Kiyoshi Nitto, assignors to Canon
Kabushi Kaisha
27 February 2007 (Class 310/365); filed in Japan 15 June 2004

This patent describes a rotating-wave motor that is based on stacking
thin-film piezo elements that are segmented into quadrant electrodes, allow-
ing a phase-shifted drive signal to be easily applied. The size is on the order
of 1 cm, and it seems to be designed for camera focusing applications where
low power consumption and low vibration are essential. There is no appar-
ent novelty to this design, but the discussion and drawings are clear and
detailed.—JAH

7,184,521

43.60.Bf METHOD AND SYSTEM FOR IDENTIFYING
A PARTY ANSWERING A TELEPHONE CALL
BASED ON SIMULTANEOUS ACTIVITY

Scott Edward Sikora ef al., assignors to Par3 Communications,
Incorporated
27 February 2007 (Class 379/69); filed 10 June 2004

An automatic device is proposed that would detect whether a person or
a computer is speaking on the phone. This patent asserts that automated
devices put sound simultaneously on input and output audio channels. In
other words, us polite humans don’t speak while spoken too—the same can’t
be said about your answering machine.—GFE
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7,177,416

43.60.Dh CHANNEL CONTROL AND POST FILTER
FOR ACOUSTIC ECHO CANCELLATION

Ming Zhang and Kuo Yu Lin, assignors to ForteMedia,
Incorporated
13 February 2007 (Class 379/387.01); filed 10 July 2002

This patent describes a method to remove echoes from various hands-
free or speakerphone devices that cannot be removed via coherent tech-
niques such as adaptive filtering. The post filter presented calculates the
cross-correlation between the digitized input signal and the residual adaptive
filter error which then provides a set of coefficients to an FIR filter.—GFE

7,184,559

43.60.Dh SYSTEM AND METHOD FOR AUDIO
TELEPRESENCE

Norman P. Jouppi, assignor to Hewlett-Packard Development
Company, L.P.
27 February 2007 (Class 381/92); filed 23 February 2001

The patent describes an elaborate way of capturing the sonic signature
of one space for eventual mapping into another space, hence the term “‘tele-
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presence.”’” The technique is intended as a supplement to standard video
teleconferencing as a means of enhancing overall performance. —JME
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7,184,670

43.60.Dh TELEMETRY SYSTEM AND METHOD FOR
ACOUSTIC ARRAYS

VanWinkle (Van) T. Townsend, assignor to Lockheed Martin
Corporation
27 February 2007 (Class 398/169); filed 2 May 2001

This patent deals with acoustic telemetry in the form of large arrays of
zm\
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transducers such as may be used in underwater surveillance. Matters of
sequential sampling, modulation, and multiplexing are discussed.—JME

7,187,623

43.60.Dh UNDERWATER DATA COMMUNICATION
AND INSTRUMENT RELEASE MANAGEMENT
SYSTEM

Maurice D. Green and Kenneth F. Scussel, assignors to Teledyne
Benthos, Incorporated
6 March 2007 (Class 367/133); filed 10 March 2005

This patent describes a novel combination acoustic release and mo-
dem. This conveniently packaged device can transmit acoustic telemetry
while the battery is strong before switching to a purely passive mode to
await the release command.—GFE
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7,187,718

43.60.Dh SYSTEM AND METHOD FOR ENCODING
AND DECODING DIGITAL DATA USING
ACOUSTICAL TONES

James Robert Jensen, assignor to Disney Enterprises,
Incorporated
6 March 2007 (Class 375/260); filed 27 October 2003

In this egregiously suspect patent, Disney claims to have invented the
very concept of a digital acoustic modem and receiver. This claim includes
any information transfer via acoustic tones. Doesn’t anyone remember the
ultrasonic television ‘“‘clickers” from the 50s? Disney apparently wants a
cheap way for already speaking toys to exchange digital information with a
computer.—GFE

7,039,198

43.60.Fg ACOUSTIC SOURCE LOCALIZATION
SYSTEM AND METHOD

Stanley T. Birchfield and Daniel K. Gillmor, assignors to Quindi
2 May 2006 (Class 381/92); filed 2 August 2001

This patent presents the argument that prior beamforming methods for
source localization involved the processing of signals from one or more
microphone pairs, identification of a possible source location for each mic
pair, then some manner of combination of the possible solutions into a
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single best fit. The method presented here essentially seems to be a matrix
solution for simulataneously solving for the source location using all mic
inputs. However, the math for this is not presented in a matrix formulation.
Perhaps that is because the matrix solutions have been patented
elsewhere.—DLR

7,039,199

43.60.Fg SYSTEM AND PROCESS FOR LOCATING
A SPEAKER USING 360 DEGREE SOUND
SOURCE LOCALIZATION

Yong Rui, assignor to Microsoft Corporation
2 May 2006 (Class 381/92); filed 26 August 2002

The acoustic source localization method presented here seems to be a
traditional one, based on the calculation of a possible source location for
each microphone pair. A direction of arrival is computed for each pair of
microphones. These estimates are then combined for all mic pairs. What
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differs in the patented version is that temporal signal alignments are done
only during the presence of a speech signal. Speech presence detection is
based on energy levels observed within each processing frame.—DLR

7,181,026

43.60.Mn POST-PROCESSING SCHEME FOR
ADAPTIVE DIRECTIONAL MICROPHONE SYSTEM
WITH NOISE/INTERFERENCE SUPPRESSION

Ming Zhang, Singapore, Singapore ef al.
20 February 2007 (Class 381/92); filed 13 August 2001
Omnidirectional and unidirectional microphones are located fairly

close together and coupled via an adaptive filter arrangement, as shown in
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the figure. The effect of the adaptive filtering function, and further post-
processing, is to null out a distant noise source through ‘“‘zeroing in” on
it—JME

7,184,951

43.60.Qv METHODS AND SYSTEMS FOR
GENERATING PHASE-DERIVATIVE SOUND

John Mark Royle ef al., assignors to Radiodetection Limited
27 February 2007 (Class 704/205); filed 15 February 2002

Underground object locator systems operate at alternating current fre-
quencies 202 of several kilohertz. The resulting object signals 204 are
narrow-band wave perturbations which, in themselves, are often indistin-
guishable and unrecognizable to the operator. The author claims an up-

208 112 Gain
fm [ {m / Inerpolating Fiter 116 H i""m
- H 210
s b o | e
(Gample & T
Conversion Hold Fitter) 1
Lu t \115 i [1“ /,w
} e
102} 20t i X Speaker
oy .
wd |

[120 208 /124 128 1341:415\ |
130 136
Up-Sempl
Phass | | Differentiator 2-Sample 24 | P Signal G i
Xn-(n-1) Delay (Sample & X 0 ,,"‘"'
2 Hold Fited 128
vs!
100 T

Audio Centre

Frequency

~680 Hz

converting signal process 112, 124 for these narrow-band perturbations 204,
thus making them audible 146 if not distinguishable to the object locator
operator.—AJC
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7,181,955

43.60.Rw APPARATUS AND METHOD FOR
MEASURING MULTI-PHASE FLOWS IN PULP AND
PAPER INDUSTRY APPLICATIONS

Daniel L. Gysling, assignor to Weatherford/Lamb, Incorporated
27 February 2007 (Class 73/53.03); filed 7 August 2003

Presented is a paper-production patent that pertains to pulp parameters;
specifically, the percentage of pulp to water, flow rate, and consistency.
These parameters are measured via effective sound speed estimations.—
GFE

7,187,777

43.60.Uv SOUND REPRODUCING SYSTEM
SIMULATING

Richard E. Saffran, assignor to Bose Corporation
6 March 2007 (Class 381/306); filed 12 May 1995

Perhaps the most difficult task faced by a potential buyer of a sound
system is the objective evaluation of many different systems located in the
same show room. This patent discusses one way in which the user can “tare
out” these confusing differences. The solution is to place the listener in a
small, acoustically inert booth and reproduce program material binaurally
encoded over a pair of left-right loudspeakers with requisite crosstalk can-
cellation. Presumably, the various loudspeaker types to be tested will have
been carefully modeled via impulse measurements so that only the differ-
ences among them will be apparent to the subject. The effects of various
intended playback environments can similarly be auditioned.—JME

7,181,021

43.66.Ba APPARATUS FOR ACOUSTICALLY
IMPROVING AN ENVIRONMENT

Andreas Raptopoulos, London, United Kingdom et al.
20 February 2007 (Class 381/71.14); filed in United Kingdom 21
September 2000

A device is described that listens for unwanted sounds (man-made and
natural) that could be described as annoying or distracting. Pleasant masking
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sounds, tailored to the user, are then transmitted in order to block out or
change the perception of the noise.—GFE
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7,181,019
43.66.Lj AUDIO CODING

Dirk Jeroen Breebaart and Arnoldus Werner Johannes Oomen,
assignors to Koninklijke Philips Electronics N. V.

20 February 2007 (Class 381/23); filed in the European Patent
Office 11 February 2003

In many modern consumer applications, stereo programs may be trans-
mitted via perceptual coding in order to save valuable signal space. Two-
channel stereo lends itself to special treatment in terms of its sum (L+R)
component and its difference (L—R) component. In the system described
here, the sum, or monophonic, signal is transmitted directly. The difference
signal is derived entirely from relative timing, phase, and amplitude cues
between L and R program components on a near-instantaneous basis. These
then act as “‘steering components,” enabling the sum signal to be redirected
as stereo. With sufficient attention to fine tuning, such systems can work
surprisingly well. If all of this sounds too good to be true, read up on color
television, possibly the earliest example of perceptual coding.—JME

7,177,436

43.66.Ts COMPONENT ARRANGED DIRECTLY ON
A T-COIL

Jan Frieding and Jurg Sudan, assignors to Phonak AG
13 February 2007 (Class 381/331); filed 26 March 2004

Additional capacitors required to bring coils to the desired resonant
frequency in small, remote-controlled hearing aids are incorporated by at-
taching them directly to connection taps brought out on the coils.—DAP

7,181,030
43.66.Ts WIND NOISE INSENSITIVE HEARING AID

Karsten Bo Rasmussen e al., assignors to Oticon A/S
20 February 2007 (Class 381/312); filed in Denmark 12 January
2002

Two microphone types are utilized in a hearing aid: a primary micro-
phone 1, comparatively sensitive to wind noise, is utilized when there is
little or no wind, and a secondary microphone 1a, less sensitive to wind
noise, is employed when there is significant wind present. Preferred embodi-
ments include manufacturing the secondary microphone on a chip with
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MEMS technology and utilizing a wind filter or wind-protected sound inlet
location. The hearing aid signal processor may utilize cross correlation be-
tween the signals from the microphones to make decisions on when to
switch between microphones.—DAP

7,181,032

43.66.Ts METHOD FOR ESTABLISHING A
DETACHABLE MECHANICAL AND/OR ELECTRICAL
CONNECTION

Andreas Jakob and Herbert Baechler, assignors to Phonak AG
20 February 2007 (Class 381/314); filed 13 March 2001

The hearing aid casing acts as the dielectric for a capacitor formed
using conductive plates on either side of part of the case. On the outside of
the case, the attractive force of a magnetic link is used to establish and
maintain the mechanical linkage to a cable. The cable terminates in a de-
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tachable electrical connection to the case and connects to components inside
the hearing aid, such as the signal processing module, via the hearing-aid-
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case capacitor. The other end of the detachable cable may connect to devices
such as a radio for communication to external devices.—DAP

7,181,031

43.66.Ts METHOD OF PROCESSING A SOUND
SIGNAL IN A HEARING AID

Carl Ludvigsen, assignor to Widex A/S
20 February 2007 (Class 381/312); filed 8 January 2004

A method of implementing compression in a hearing aid includes set-
ting, in at least one channel, a kneepoint level that produces an output level
below the hearing threshold. Below the kneepoint amplification is linear and
above the kneepoint the compression ratio is typically 1.4:1-2:1. The attack
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and release times of the compressor are typically 0.5-2 s and 5-20 s, re-

spectively. The kneepoint is at a very low input level such as 15-25 dB

SPL.—DAP

120

7,181,033

43.66.Ts METHOD FOR THE OPERATION OF A
HEARING AID AS WELL AS A HEARING AID

Eghart Fischer and Volkmar Hamacher, assignors to Siemens
Audiologische Technik GmbH

20 February 2007 (Class 381/317); filed in Germany 17 October
2001

Switching within the hearing aid from one program to another or one
signal processing algorithm to another is done gradually to avoid audio
artifacts such as popping or level discontinuities. This soft transition is

"Omni"
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achieved by having both operating conditions present in parallel during the
switching event, with the relative weighting of the first to second signals
gradually changing during switching.—DAP

705  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

7,181,034

43.66.Ts INTER-CHANNEL COMMUNICATION IN A
MULTI-CHANNEL DIGITAL HEARING
INSTRUMENT

Stephen W. Armstrong, assignor to Gennum Corporation
20 February 2007 (Class 381/321); filed 18 April 2002

The amount of compression for each channel of a multichannel hear-
ing aid is determined by the energy levels in that channel and at least one
other channel as well as the total energy in the wideband audio signal. The
one other channel signal may be at a higher frequency than the channel
signal to help prevent masking weaker high-frequency signals.—DAP

7,181,297

43.66.Ts SYSTEM AND METHOD FOR DELIVERING
CUSTOMIZED AUDIO DATA

Vincent Pluvinage and Rodney Perkins, assignors to Sound ID
20 February 2007 (Class 700/94); filed 28 September 1999

Steps cited in the method described include storing a machine-readable
hearing profile for the user, accepting a machine readable order from the
user for a particular audio data product via an input device or network,
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13 CUSTOMIZED AUDIO
PLAYBACK
customizing the audio data in accordance with the hearing profile of the
user, delivering the audio data product via machine readable storage medium
or a network, and using feedback about the performance of the product from
the user to modify the hearing profile.—DAP
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7,186,211

43.66.Ts TRANSDUCER TO ACTUATOR
INTERFACE

Robert Edwin Schneider and Scott Allan Miller III, assignors to
Otologics, LLC
6 March 2007 (Class 600/25); filed 9 April 2004

Transducers in implanted hearing devices must be oriented and located
at a desired position relative to the ossicles. Methodology is recommended
for achieving a sealed interconnection between a movable actuator that
stimulates an ossicle and the transducer housing. To facilitate easier posi-
tioning, at least one portion of the transducer housing that encloses the
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magnet and coil of the driver is rotatable relative to the transducer mounting
so that the center of rotation does not move during rotation. A seal is formed
around the magnet and coil connected to the actuator to protect against body
fluids.—DAP

706  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

7,184,564
43.66.Ts MULTI-PARAMETER HEARING AID

Joyce Rosenthal, assignor to Starkey Laboratories, Incorporated
27 February 2007 (Class 381/322); filed 9 September 2003

Some hearing aid dispensers do not have computer access to program
digital hearing aids. However, use of digital hearing aids is still possible by
controlling them with potentiometers instead of a computer. Small hearing
aids have space for very few potentiometers, thus limiting flexibility. Exter-
nally manipulated parameter-select and parameter-adjust methods are pro-

posed to increase the number of parameters controlled and to adjust the
parameter values, respectively. A parameter-select potentiometer interfaces
to a digital processor to select a particular parameter in one portion of
memory. Then, rotation of a parameter-adjust potentiometer sends pulses to
the digital processor to adjust the value of the selected parameter.—DAP

7,187,778

43.66.Ts NEUROFUZZY BASED DEVICE FOR
PROGRAMMABLE HEARING AIDS

Stavros Photios Basseas, assignor to Beltone Electronics
Corporation
6 March 2007 (Class 381/314); filed 29 December 2003

Programmable hearing aid performance may be changed and opti-
mized for individuals with hearing loss by taking into account wearer pref-
erences and complaints. Target electroacoustic parameters representing ‘‘op-
timum” performance are first generated by a multilayer neural network that
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represents a priori knowledge entered initially during an offline training
session. The neural network is modified by wearer comments while listening
to sound stimuli during and after the initial hearing aid fitting.—DAP
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7,039,578

43.70.Kv METHOD AND APPARATUS FOR
TRAINING FOREIGN LANGUAGES

Yoon-Yong Ko and Sang-Hyun Bae, both of Kwangju, Republic of
Korea
2 May 2006 (Class 704/8); filed in Republic of Korea 25 April 2000

A device for use in learning a foreign language plays audio or audio/
visual items consisting of the presentation of phrases in the target language.
The patent describes such a system in which the time interval between
playback of items is determined as a combination of a delay that can be set
by the user and the length of the previously spoken item. Thus, the listener
would have a suitable length of time available in which to repeat the phrase
before the next item is played. A playback controller allows items to be
selected from a particular set of the available material, such as items from a
particular lesson. Items from the chosen set may be played in a particular
sequence or may be selected randomly.—DLR

7,046,300

43.71.Ma ASSESSING CONSISTENCY BETWEEN
FACIAL MOTION AND SPEECH SIGNALS IN
VIDEO

Giridharan Iyengar ef al., assignors to International Business
Machines Corporation
16 May 2006 (Class 348/515); filed 29 November 2002

The patent lists a number of cases for which it is desirable that a
computer be able to analyze and track lip movements in a video signal,
correlating these with an accompanying sound track. Such cases might in-
clude quality evaluation during video production, speaker detection during a
conference, speaker verification during biometric (voice) evaluation, and the
ability of the computer to recognize when it is being spoken to. Details of
both audio and video signal analyses are described elsewhere in referenced
publications. Even the details of audio/video feature consistency are glossed
over here, with only a listing (included in the claims) of the type of analysis
features expected from both audio and video signals. In other words, what is
patented here is little more than the idea that this kind of tracking could be
done.—DLR

7,047,189

43.72.Dv SOUND SOURCE SEPARATION USING
CONVOLUTIONAL MIXING AND A PRIORI
SOUND SOURCE KNOWLEDGE

Alejandro Acero et al., assignors to Microsoft Corporation
16 May 2006 (Class 704/222); filed 18 November 2004

Perhaps to be considered as the ultimate in background noise reduction
for speech signals, methods of sound source separation go a long way to-
ward providing a clean speech signal in various environments when speech
recognition is to be performed. Success, however, typically requires more
sophisticated signal processing than the usual reference mic subtraction or
beamforming methods used in multiple-mic systems. For example, delay-
and-sum beamforming as well as blind-source separation techniques will
often fail to locate a source when room reverberation is present in the signal.
The system described here would use either a vector codebook or a hidden
Markov model speech recognizer to build a reconstruction filter for each
voice signal to be separated from a mix. As the analysis proceeds, additional
a priori information about each speaker is accumulated. Maximum a poste-
riori estimates are used to build up FIR reconstruction filters for each
speaker. Detailed equations are presented for the methods described to pro-
cess multiple microphone signals to achieve the patented results. The final
concept is covered by just eight claims.—DLR
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7,177,430

43.72.Gy DIGITAL ENTROPING FOR DIGITAL
AUDIO REPRODUCTIONS

Jason Seung-Min Kim, assignor to Portalplayer, Incorporated
13 February 2007 (Class 380/252); filed 31 October 2001

Unauthorized copying is discouraged by adding white noise to the
digital audio signal to degrade it. The noise level increment is increased
after each successive reproduction. The magnitude of the white noise signal
is produced by a random number generator and is adjusted typically to
initially produce an approximately 3 dB degradation of the digital audio
signal—DAP

7,039,588

43.72.Ja SYNTHESIS UNIT SELECTION
APPARATUS AND METHOD, AND STORAGE
MEDIUM

Yasuo Okutani and Yasuhiro Komori, assignors to Canon
Kabushiki Kaisha
2 May 2006 (Class 704/258); filed in Japan 31 March 2000

The speech synthesizer presented here is based on the concatenation of
short units of speech from a large database. The patent covers several
choices in the size of the stored speech units, primarily either diphones or
half-diphones. Several methods are presented for searching the database and
for modifying the concatenated speech units so as to reduce the distortion
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introduced during the generation of the output prosodic profile. The speech
units are combined using pitch-synchronous overlap-and-add methods. The
database search methods and the techniques used for adjusting the amplitude
and duration of the concatenated units are presented in considerable
detail —DLR
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7,043,432

43.72.Ja METHOD AND SYSTEM FOR TEXT-TO-
SPEECH CACHING

Raimo Bakis et al., assignors to International Business Machines
Corporation
9 May 2006 (Class 704/260); filed 29 August 2001

This speech synthesis system would maintain a cache of previously
synthesized text strings along with the corresponding synthetic speech out-
put. If a new text to be synthesized is found in the cache, then the previously
synthesized speech signal can be replayed immediately, saving the time and
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computational resources needed to resynthesize that item. There is a brief
mention of the possibility of storing additional information in the cache
along with the synthesized speech, which could include, for example, a text
string to be displayed, different from that used as the synthesizer input. A
score is also maintained with each item stored in the cache, allowing se-
lected cache items to be deleted as the cache memory space is filled. —DLR

7,039,590

43.72.Ne GENERAL REMOTE USING SPOKEN
COMMANDS

Daniel Luchaup, assignor to Sun Microsystems, Incorporated
2 May 2006 (Class 704/275); filed 30 March 2001

This patent initially defines a small-vocabulary command recognizer
as a “trivial” speech recognition system and then takes pains to clarify that
the voice-operated remote control presented is not a trivial system, but,
rather, would be capable of recognizing an extended command, such as
“VCR, tape the program from 8 to 9 pm and from 10 to 11 pm tonight.”
Curiously, however, after all this introduction of how fancy the system
would be, there is absolutely no discussion of the recognition mechanism;
no mention of spectral features, vocabulary, grammars, or any of the other
typical accouterments of a recognition system, let alone processor time or
memory requirements. The claims at least provide that this non-trivial rec-
ognition system may include a microphone in addition to the usual infrared
or rf link and possible LCD display.—DLR

7,043,427

43.72.Ne APPARATUS AND METHOD FOR SPEECH
RECOGNITION

Ralf Kern and Karl-Heinz Pflaum, assignors to Siemens
Aktiengesellschaft
9 May 2006 (Class 704/233); filed in Germany 18 March 1998

This patent deals with the issue of speech recognition difficulties re-
sulting from differences in the speech signal due to the acoustic character-
istics of the room, which may be present or absent in the signal depending
on the distance of the speaker’s mouth from the microphone. The solution
presented here would ““correct” a close-talking signal by convolving it with
a room reverberation impulse response such that the resulting signal in-
cludes a reverberation matching that which was used during the initial rec-
ognizer training. There is no discussion of how such an approach would deal
with a speech signal collected during reverberant (speaker-phone) conditions
differing from the original room used during the recognizer training.—DLR

7,043,436

43.72.Ne APPARATUS FOR SYNTHESIZING
SPEECH SOUNDS OF A SHORT MESSAGE IN A
HANDS FREE KIT FOR A MOBILE PHONE

Byung-Seok Ryu, assignor to Samsung Electronics Company,
Limited

9 May 2006 (Class 704/270.1); filed in Republic of Korea 5 March
1998

This patent describes a relatively simple addition to the signal-
processing (DSP) software in a mobile phone to complete the scenario of
full hands-free operation of the phone in an automobile. The missing piece,
according to the patent, is that when a call comes in, certain information,
such as caller ID, is transmitted to the phone using a service called short
message service (SMS). These SMS messages typically cause a beep or
similar notification and are then displayed as text on the phone. This patent
would add the ability to synthesize a speech output signal based on the
received SMS message. Brief voice commands, uttered by the user, would
guide the phone through the sequence of operations, including speaking the
SMS message and handling the call as the user wishes.—DLR
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7,046,777

43.72.Ne IVR CUSTOMER ADDRESS ACQUISITION
METHOD

Vicki L. Colson et al., assignors to International Business
Machines Corporation
16 May 2006 (Class 379/142.06); filed 2 June 2003

When a customer calls a company for the purpose of obtaining infor-
mation or, more particularly, to place an order, such calls are frequently
handled by a computerized interactive voice response (IVR) system. How-
ever, one of the more difficult tasks for such a system is to correctly under-
stand and log in the caller’s information, such as e-mail and postal mailing
addresses. But, this is exactly the information that must be logged correctly
in order to properly serve the caller. The approach patented here would
supplement the IVR system with an online directory assistance database.
The caller’s telephone number can typically be obtained using a caller ID
system. This number may optionally be verified verbally by the caller. That
number may then be used to obtain further caller address details from the
directory assistance database. Is this all obvious, or what?—DLR

7,177,800

43.72.Ne METHOD AND DEVICE FOR THE
PROCESSING OF SPEECH INFORMATION

Joseph Wallers, assignor to digital design GmbH
13 February 2007 (Class 704/201); filed in Germany 3 November
2000

Methodology for a speech-based memory is proposed by recording
and searching/reproducing speech information without training, assignment
of certain words by the user, or establishing a vocabulary. At least one
spoken voice memorandum and one spoken search word are recorded, trans-
formed into a representation suitable for pattern matching, and are
compared.—DAP

7,184,955

43.72.Ne SYSTEM AND METHOD FOR INDEXING
VIDEOS BASED ON SPEAKER DISTINCTION

Pere Obrador and Tong Zhang, assignors to Hewlett-Packard
Development Company, L.P.
27 February 2007 (Class 704/231); filed 25 March 2002

Audio content is used to index, distinguish, and retrieve desired video
scenes according to the speech characteristics of speakers. An energy detec-
tor, zero-crossing-rate (ZCR) variance analyzer, and ZCR amplitude span
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analysis are used to determine if the audio portions contain speech. Spectral
features are generated for audio portions of the video segments containing
speech.—DAP
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7,184,957

43.72.Ne MULTIPLE PASS SPEECH RECOGNITION
METHOD AND SYSTEM

John R. Brookes and Norikazu Endo, assignors to Toyota Info
Technology Center Company, Limited
27 February 2007 (Class 704/246); filed 10 October 2002

More accurate speech recognition performance is said to result for car
navigation systems by recognizing speech multiple times in parts rather than
attempting to recognize the entire utterance in one pass. Context of the first
pass is determined by matching a first part of the input speech signal and the
first pass result is used to generate a second pass grammar for the input
speech to the second pass.—DAP

7,175,598

43.80.Vj ULTRASOUND DIAGNOSIS APPARATUS
THAT ADJUSTS A TIME PHASE BETWEEN
A PLURALITY OF IMAGE SERIES

Naoki Yoneyama, assignor to Kabushiki Kaisha Toshiba
13 February 2007 (Class 600/443); filed in Japan 18 June 2002

Two image sequences are obtained, each under a different condition. A
processor in the system utilizes a variable such as an ECG measured with
each set of images. Based on the variable, the time phase of the second set
of images is adjusted by the processor relative to the time phase of the first
set of images.—RCW
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7,179,449

43.80.Vj ENHANCED ULTRASOUND DETECTION
WITH TEMPERATURE-DEPENDENT
CONTRAST AGENTS

Gregory M. Lanza et al., assignors to Barnes-Jewish Hospital
20 February 2007 (Class 424/9.321); filed 30 January 2001

Ultrasound reflectivity changes that depend on the temperature of a
contrast agent are used to enhance ultrasound images obtained either alone
or in conjunction with drug delivery, hypothermia, cryotherapy, or with
other imaging modalities.—RCW

7,186,219

43.80.Vj CALIBRATION OF A DOPPLER
VELOCIMETER FOR STROKE VOLUME
DETERMINATION

Markus J. Osypka and Donald P. Bernstein, assignors to Osypka
Medical GmbH
6 March 2007 (Class 600/504); filed 10 October 2002

The cross-sectional area of the aortic valve is obtained using a calibra-
tion method. In this method, a reference stroke volume is determined by a
method other than Doppler velocimetery and a reference systolic velocity
integral assumed to be proportional to stroke volume is obtained by Doppler
velocimetery. A constant of proportionality determined by the calibration
process is then used with further Doppler velocimetery measurements to
calculate cardiac stroke volume.—RCW
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When a plane acoustic wave reaches a medium with an impedance infinite or null, it experiences a
phase shift of zero or 7 and its amplitude on the edge is maximum or vanishes. The case of a flexion
wave (A, Lamb wave) at a free end is also simple; its amplitude is multiplied by a factor 272 and
the phase shift is 7/2. The evanescent wave at the origin of these phenomena, perfectly described
by the classical flexural plate theory, is identified as the imaginary A; mode of the exact
Rayleigh-Lamb theory. The experiences confirm the theoretical predictions. © 2007 Acoustical

Society of America. [DOI: 10.1121/1.2749444]

PACS number(s): 43.40.Dx, 43.20.Mv, 43.20.El, 43.20.Ye [DF]

I. INTRODUCTION

When reflected on a plate’s free edge, the first antisym-
metric Lamb wave A gives birth to evanescent waves: In-
deed, according to the three-dimensional elastic theory, no
combination of the incident and reflected A, mode can verify
the free edge conditions.' The Lamb wave is phase shifted by
a value depending on the frequency by thickness product
(fh). Recent studies were done for such a product fh
=1 MHz mm.’ Diligent et al® could compute with a semi-
analytical model the phase shift of the reflected A, mode. In
this letter, the attention is focused at fA=0.1 MHz mm. At
this low frequency by thickness product, the A, wave be-
comes a flexion wave.

The ability of the simple and purely analytical flexural
plate theory to account for the propagating A, mode is well
known.* It also describes an evanescent wave and a phase
shift created by the reflection on a free edge. However, to our
knowledge, a quantitative experimental study of the flexural
plate model accuracy is yet to be done. Therefore, the objec-
tive of this letter is on one hand to show that this evanescent
wave can formally be identified as the imaginary A; mode of
the exact Rayleigh-Lamb theory and, on the other hand, to
demonstrate through experiments the high degree of accu-
racy of the simple flexural plate theory.

All these results are of interest in the field of tactile
interactive experiments since it was shown that the energy of
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guillemette.ribay @loa.espci.fr
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a touch contact propagates as low frequency flexion waves
within a plate,s’6 and that the wave is reflected many times
before vanishing.

Il. PREDICTIONS OF THE FLEXURAL PLATE THEORY
AND THE LAMB WAVE THEORY

According to the classical plate theory,4 the transverse
displacement w of a free vibrating plate obeys the following
equation:

A2w+%&2—2}=0, (1)
D ot

where D=Eh*/12(1-17), E being the Young’s modulus, &
the plate thickness, v the Poisson ratio, p the density
(kg/m?).

The assumptions made to obtain this equation are the
following: w does not depend on the thickness coordinate,
and the shear deformations are neglected.

However, when are these assumptions valid? To answer
this question, one needs the Rayleigh-Lamb theory. Actually,
as demonstrated, for example, by Royer,7 if k is the wave
number, the first antisymmetric Lamb mode A, is almost
transverse when kh < 1, and w does not depend on the thick-
ness anymore; moreover, the Rayleigh Lamb dispersion
equation becomes
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with Vp the plate velocity defined as 2VgV1— Vg / V2, Vg
being the shear velocity, V; the longitudinal velocity, w the
pulsation.

Actually, in the Fourier domain in space and in time, Eq.
(2) can be considered as an equation between operators: A
multiplication by iw corresponds to a derivation versus time,
and a multiplication by ik is a derivation versus the spatial
coordinates. Now in an isotropic plate, it is easy to show that
the square plate velocity V%, is equal to E/p(1—-1?); then Eq.
(2) is the same as Eq. (1). As a consequence, the assumptions
made in the flexural plate theory are valid for frequency by
thickness product small compared to one.

Now consider a plate infinite in the y direction, defined
for x>0, and with a free edge at x=0. If a plane harmonic A,
wave is incident orthogonally to the free edge, w is a func-
tion of x and 7. The well-known solutions w of Eq. (1) are
then linear combinations of

et(wt+kx) , el(wt—kx), el(wt+lkx) ,

ei(wr—ikx) (3)
The first term is the incident wave on the free edge, propa-
gating in the decreasing direction of x; the second term is the
reflected wave, propagating in the opposite direction (in-
creasing x), the third one is the evanescent wave created at
x=0, whose amplitude decreases with x; the last term would
be the evanescent wave created at the other edge of the plate,
but we suppose that it is situated at x tending towards infin-
ity, and therefore this last term is negligible.

Thus, w(x,?)=e'“(Ae™+Be *+ Ce ™), where A, B, C
are arbitrary constants (complex). Now, according to the
classical plate theory,l the free edge condition is

Pw  Pw 0 @

x> o
Therefore, A, B, and C are solutions of the following equa-
tions:

-A-B+(C=0,

—iA+iB-C=0. (5)

As a consequence, if the amplitude of the incident wave is A,
we deduce that the amplitude of the reflected wave is
B=—iA; that is, B=A.e”'™/?: the wave is phase shifted by
/2.

Moreover, the amplitude of the evanescent part is C
=A(1-i)=AV2e~'™'*. The expression of the evanescent part
of the wave is: w(x,)=A2e" =™/ ¥e=** Tts amplitude is
thus divided by 10 when e *=0.1; that is 27mx/\=2.3. As a
conclusion, the evanescent wave can be considered as negli-
gible for x greater than half the wavelength.

Actually, according to the exact Rayleigh-Lamb theory,
many nonpropagating evanescent modes exist. Which one
corresponds to the evanescent wave of the flexural plate
theory? Figure 1 shows the exact dispersion curves obtained
from the Rayleigh-Lamb theory for an aluminium plate.
When k is real, the result is the A, dispersion curve (continu-
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FIG. 1. Modulus of wave number by thickness product in rad versus fh
product in Hzmm: Continuous line: Propagating mode A, predicted by
Lamb theory, dashed line: evanescent mode A, purely imaginary, predicted
by Lamb theory; dotted line: Same modes predicted by the classical flexural
plate theory.

ous line). When k is imaginary, the result is the evanescent
A, mode (dashed line). When fh tends towards zero, the
Rayleigh-Lamb curves merge. Thus, wave numbers k of
same modulus are found for a propagative and a nonpropa-
gative wave as described by the general solution of flexural
waves, Eq. (3). The dispersion curve of the classical plate
theory (dotted line), Eq. (2) is shown indeed to coincide with
the two former exact dispersion curves. We can therefore
conclude that the evanescent wave predicted by the classical
plate theory corresponds to the imaginary nonpropagating
branch of the A; mode.

The other nonpropagating modes predicted by Rayleigh-
Lamb theory are complex modes, i.e. k, is not purely imagi-
nary anymore. As shown by Lowe and Diligent,2 their at-
tenuation at fh less than 0.1 MHz mm is extremely high: In a
I-mm-thick plate, their minimum attenuation (i.e., imaginary
part of wave number) is greater than 60 dB/mm, whereas
according to Fig. 1, at fh equal to 0.1 MHz mm, it is around
5 dB/mm for the imaginary evanescent mode A: Therefore,
the complex modes can be neglected here.

lll. EXPERIMENTS AT VERY LOW FREQUENCY BY
THICKNESS PRODUCT

In order to study the phase shift of a plane wave re-
flected on a plate’s free edge, we have chosen to work in a
continuous monochromatic regime, instead of using a tran-
sient technique,3 unsuitable here because of the strong dis-
persion occurring at such fh product. We could thus observe
the interference between incident and reflected waves. In-
deed, according to the above mentioned theory, vibration
nods will appear. The total transverse displacement will be
equal to

. g o - o
W(.X,t) =Aet(wt+ka)+Ae lzel((u[ kx)+A\/2€ iy el®lp kx.

The real part w, of w is A(cos(wt+kx)+cos(wt—kx— 77/2)
+ \fZe‘kXcos(a)t— w/4 ) It can also be written as
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wx,))=A cos(mt - g) (2 cos(kx + :{) + \Ee_’“). (6)

At the edge (x=0), the amplitude of the vibration is equal to
Z\EA, whereas, far from the edge, the amplitude of the ven-
tral vibration is equal to 2A. This “resonance” phenomenon
is very different from the well-known “edge resonance’™®”
that occurs when a symmetric mode reflects on a plate free
edge, provided that its frequency range contains the proper
frequency component. Indeed, the resonance observed in the
case of A, incident mode is not frequency dependent. At fh
product <0.1 MHz mm, i.e., much less than the cutoff fre-
quencies of higher modes (propagating or nonpropagating),
no frequency resonant behavior is expected. At higher fh
product, when other modes are non-negligible, one can won-
der whether such a frequency dependent resonance could oc-
cur in the antisymmetric case or not. However, as the atten-
tion of this letter is being focused on very low fh product, we
will not answer this question here.

A nod appears at position x if w,.(x,7) is equal to zero at
any time ¢. Therefore, the positions of the nods are the solu-
tions of the following equation:

2 cos(kx + g) =— \Ee_kx. (7)

The right-hand side is simply zero when the evanescent wave
is negligible, that is for x greater than half the wavelength. In
such a case, the nods positions are:

N n\ (8)
Xnod = ] + 2 s

n being an integer. Only the first nod position is influenced
by the evanescent part: It takes place for kx=1.038; that is
x=0.1652.\. (In the absence of evanescent waves, it would
have been equal to 0.125.\.)

Therefore, the nods position takes into account (a) the
phase shift when A, is reflected, (b) the evanescent wave (for
the first nod).

More generally, suppose that one does not know the
phase shift value (noted A¢). For x greater than half a wave-
length, the nods positions would be: x,,q=N/2(7m—A¢@/2m)
+(n—1)\/2. Then the measured phase shift would be

A‘P=7T_27T- (xnod number n * %_(n_1)> (9)

As illustrated in Fig. 2, a first experiment was performed
in a bar, because it is equivalent to the case where a plane
wave is incident orthogonally on the free edge of a plate
infinite in the other direction, except that, because of Poisson
effect, the square plate velocity has to be replaced by V%,
X (1-1?). Absorbing material (acoustic foam) is put at the
other edge of the bar, so that the wave reflected at this edge
can be considered as negligible; the medium is semi-infinite.

A piezoelectric transducer, glued on a 1-mm-thick and
I-m-long stainless steel bar, emits a continuous harmonic
wave at 5 kHz, and the transverse component of the wave is
measured thanks to a heterodyne interferometer'” coupled to
a low frequency demodulator. Figure 3 shows the normalized

J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

Absorbing material
bar

Source :
piezo-electric sensor ~ —
B-scan axis
Detection : /
laser
interferometer
] } Free boundary
Low frequency oscilloscope
demodulation
(0 to 2.5MHz) s

FIG. 2. (Color online) Experimental setup for the study of flexion waves
reflecting at the free end of a bar.

amplitude of the transverse velocity of the wave measured at
distance x from the free edge, and the equivalent theoretical
quantity (based on Eq. (6)). Both are in very good agree-
ment. Moreover, the amplitude enhancement at the free edge
can be clearly seen on both curves. The experimental ratio of
the amplitude at the edge to the ventral vibration amplitude
far from the edge is equal to 0.98 X V2, which is very close
to the theoretical value (v2).

The first nod is measured at 6.8 mm+/-0.2 mm. The
half wavelength is the distance between two consecutive
nods away from the edge, that is 20.2 mm; therefore, the
theoretical position of the first nod is 6.68 mm, which is in
very good agreement with the experiment.

Experiments on a plate were also achieved; the difficulty
consists in creating a line-shaped source so that the wave can
be considered as a plane one. To this end, we used a 30 cm
by 30 cm by 0.5 mm Duraluminum plate, and a Q-switched
Nd: yttrinm—aluminum-garnet laser is used as a source. A
beam expander and a cylindrical lens were used to focus the
beam onto a 13-mm-long line.

Normalized spectrum amplitude at 5kHz

0 . . . . . . .
o] 10 20 30 40 50 60 70 80

Distance from the left free edge (mm)

FIG. 3. Amplitude of the transverse velocity measured at position x, versus
x (continuous line) and theoretical amplitude (dashed line) for a 5 kHz mm
flexural wave.
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FIG. 4. (a) Experiment on a 0.5-mm-thick Duraluminum plate: Amplitude
(coded in gray scale, arbitrary unit) of FFT of displacements measured at
position x, versus distance x and versus frequency. (b) Theoretical amplitude
of FFT of displacements at position x, versus distance x and versus fre-
quency, for a 0.5-mm-thick Duraluminum plate (shear velocity: 3130 m/s
and longitudinal velocity: 6320 m/s). The theory is in good agreement with
the experiment (Fig. 4(a)).

The source signal is a pulse; the nods will be observable
by taking the fast Fourier transform (FFT) of all signals at
the same frequency. Because of the width of the line source,
to ensure that the wave is a quasi-plane one, the source is
placed 13 mm from the edge, and we have to focus on a
frequency at which the wavelength is smaller than 13 mm
(so that several nods can be created between the source and
the edge). The transverse displacement component is mea-
sured thanks to the same heterodyne interferometer coupled
to the low frequency demodulator. Figure 4 shows the am-
plitude of the FFT of each signal versus the abscissa x and
the frequency f; the nods can be clearly seen.

The free edge position is at x=0+/-30 um. The nods
positions are then: 0.9, 2.99, 5.44, 7.87, and 10.3 mm, mea-
sured with +/-5 wm precision. The wavelength is then
4.86 mm+/—10 um; therefore, the theoretical first nod posi-
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tion is 0.8 mm. The deviation from the measured one is
probably due to the fact that, contrary to the previous experi-
ment where fh=5 kHz mm, at this new fh product, as shown
in Fig. 1, the modulus of the wave number of the imaginary
evanescent mode A; cannot be considered the same as the
modulus of A, wave number.

However, it does not prevent us from measuring the
phase shift of A, because we do so far away enough from
the edge so that the evanescent waves are negligible.

According to Eq. (9), the measured phase shift is Ag
=m7-2m.(10,3.2/4,86—(5-1))=1.64 rad+/-0.165 rad (+/
—0.11 rad due to the uncertainty of the wavelength measure-
ment, and +/-0.055 rad due to the free edge position mea-
surement uncertainty.). As a conclusion, the measured phase
shift is 94° (+/-9.2°).

IV. CONCLUSION

In this letter, experiments in bars and plate at low fre-
quency by thickness product (<0.1 MHz mm) confirm quan-
titative predictions of the flexural plate theory. This perfect
agreement in phase and amplitude is illustrated by Figs. 3
and 4. It perfectly accounts for the evanescent wave contri-
bution known as the imaginary A; mode in the complete
Rayleigh Lamb theory. These results are of importance in the
frame of tactile interactive experiments. Indeed the localiza-
tion of finger impacts on plates relies on the whole vibration
pattern, involving many reflections on the free edges.
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Acoustic and concurrent behavioral data from one neonatal male Yangtze finless porpoise
(Neophocaena phocaenoides asiaeorientalis) in captivity were presented. The calf click train was
first recorded at 22 days postnatal, and the frequency of hydrophone-exploration behavior with head
scanning motions in conjunction with emissions of click trains by the calf increased gradually with
age. The echolocation clicks in the first recorded click train were indistinguishable from those of
adults. Calf echolocation trains were found to decrease in maximum click-repetition rate, duration,
and number of clicks per train with age while the minimum click-repetition rate remained more
consistent. © 2007 Acoustical Society of America. [DOI: 10.1121/1.2747203]

PACS number(s): 43.80.Ka [WWA]

I. INTRODUCTION

Odontocetes use echolocation to orient in the environ-
ment and capture prey (Au, 1993). Before neonatal animals
begin to hunt fish successfully, they must be capable of pro-
ducing high frequency sonar signals and of processing the
environment information contained in the sonar echoes. The
ontogeny of echolocation system in the neonatal odonto-
cetes, however, is poorly understood. Data on the neonatal
appearance of echolocation in odontocetes only exist for a
few species, including bottlenose dolphin (Tursiops trun-
cates; Carder and Ridgway, 1983; Lindhard, 1988; Reiss,
1988; Kamminga and Terry, 1994; Hendry, 2004), killer
whale (Orcinus orca; Bowles et al., 1988), sperm whales
(Physeter macrocephalus; Watkins et al., 1988; Madsen er
al., 2003), Dall’s porpoise (Phocoenoides dalli; Bain, 1988),
harbor porpoise (Phocoena phocoena; Kamminga and Terry,
1994), and beluga whale (Delphinapterus leucas; Vergara
and Barrett-Lennard, 2003). Which components of echoloca-
tion are learned through social contact and which ones are
innate, unconditioned acoustic behaviors is an important area
still open to investigation.

With the birth of one male Yangtze finless porpoise
(Neophocaena phocaenoides asiaeorientalis) in our facility
(the Baiji Aquarium), we got an opportunity to investigate
the neonatal appearance and ontogeny of echolocation in this
species, which has never been studied before. The current
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YPresent address: Psychology Department, Hunter College, CUNY, New
York, 10021 NY.

J. Acoust. Soc. Am. 122 (2), August 2007

0001-4966/2007/122(2)/715/4/$23.00

Pages: 715-718

study aimed to identify the components of echolocation that
are fully developed shortly after birth and those that changed
as the newborn calf matured. The investigated features of
echolocation include time and frequency characteristics of
single click, train duration, number of clicks per click train,
and click-repetition rate (CRR).

Il. MATERIALS AND METHODS

The investigated neonatal male finless porpoise was
born in a 3-m-deep, 25X 7 m kidney-shaped pool in the
Baiji Aquarium on July 5, 2005 (Wang et al., 2005). During
the study period, the calf resided together with the mother
porpoise, approximately 8 years old, and an adult female
tank mate, approximately 11 years old.

Sound recording and ad lib notation using event based
sampling methods were utilized to document sound produc-
tion and behavioral development from day 1-181 after birth,
under favorable conditions. The data presented in this paper
are based on at least daily 1 h observations and recordings
from the birth through 30 days postnatal, roughly weekly 1 h
observations and recordings from day 30-60, and monthly
1 h from day 60-181.

A hydrophone (ST1020, Oki Electric Co. Ltd., Japan)
with sensitivity of =180 dB re: 1 V uPa~'+3/-12 dB, up to
150 kHz, was utilized to input the porpoise vocalizations to a
Sony PCHB244 digital data recorder, with a flat frequency
response from dc to 147 kHz within 3 dB. The hydrophone
was located at 0.5 m depth and 0.5 m to tank wall. A high-
pass filter of 100 Hz was incorporated to the vocalization
recordings.

© 2007 Acoustical Society of America 715
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Analysis of vocalizations was done using PC-based DT-
Disk™ (Direct-to-disk Recorder, Version 1.11, November
2002, American Engineering Design) and SIGNAL™ software
(Version 4.03, December 2005; American Engineering De-
sign). After a preliminary aural inspection, the taped vocal-
izations were re-digitized at a sampling rate of 500 kHz by
12 bit Data Translation-3010 analog I/O cards. By detailed
review and inspection of raw recordings (time and frequency
characteristics), no low-frequency (<70 kHz) components
were found in all the vocalizations. Subsequently, for the
sake of convenience to analyze, a high-pass digital filter of
70 kHz was performed to the raw recordings to eliminate
environmental noise. In order to identify the vocalizing ani-
mal and avoid analysis of off-axis signals, only instances in
which an individual would vocalize directly at the hydro-
phone within 2 m were analyzed.

Clicks were defined as very short (less than 100 us; Li
et al., 2005) high-frequency pulses, and a click train was
defined as a group of three or more clicks with regular or
gradual change of the interclick interval (Moreno ef al.,
2003). If the interval was changed abruptly within subse-
quent intervals but was then maintained to be regular or
gradual, it was still considered as part of the same click train
(Moreno ef al., 2003). Once a click train was fully processed
and identified, the train duration, which was defined as the
span of time between the visually determined onset of the
first click in a train and the termination of the last click in a
train (Hendry, 2004), and the number of clicks were docu-
mented. Click-repetition rate (CRR, clicks/s) was defined as
the inverse of the time interval between two subsequent
clicks. Several internal commands in SIGNAL™ software
were associatively used to extract the CRR contours of click
trains. From these CRR contours, the maximum click-
repetition rate (CRRmax) and minimum click-repetition rate
(CRRmin) of each click train were determined. The acoustic
parameters of click trains were fed into EXCEL software and
STATISTICA software to be analyzed.

716  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

150 200 250
Frequency (kHz)

lll. RESULTS

At 4 hours postnatal, the mother began to swim with the
calf and then nurse him. By day 2, the neonate was able to
maneuver well to avoid the tank wall without maternal guid-
ance. From the second through the 20th postnatal day, the
neonate swimming was mainly characterized by almost con-
stant mother-infant contact in echelon formation with brief
infant departures and re-approaches. During this period, even
the calf occasionally passed the hydrophone in isolation,
there was no any behavioral evidence showing he was inter-
ested in this object and no vocalization was recorded. By
days 22 postnatal, the neonate was first observed to exhibit
head scanning motions in conjunction with emission of a
long click train to the hydrophone when approaching it
alone. The first recorded click train had a duration of over
4 s, and number of clicks over 750. In this case, the CRR
changed and fluctuated between 90 and 190 Hz (clicks/s, i.e.,
inverse of the time interval between two subsequent clicks)
through the first 0.6 s, gradually increased to 220 Hz be-
tween 0.6 and 3.0 s, and then decreased to ~100 Hz at the
end. The clicks have apparently short multi-cycle wave form
[Fig. 1(a)] and high-frequency spectrum [Fig. 1(b)], and are
indistinguishable from adult clicks both in temporal and fre-
quency domains. Comparison examples of click wave form
and spectrum from the mother porpoise in the same tank
were shown in Figs. 1(c) and 1(d), respectively. The cross-
correlation comparison as a quantitative measure of similar-
ity between the click from the click train and the clicks from
the two adults, recorded from the same pool and with the
same conditions, showed correlation values of 0.86+0.07
(N=200) when comparing with temporal domain, and values
of 0.98+0.01 (N=200) when comparing with frequency do-
main (power spectra). No open-mouth posture and air bubble
production were noticed while scanning and echolocating the
hydrophone. Subsequently, the calf exhibited a gradually in-
creased frequency of hydrophone-exploration behavior with
head scanning motions in conjunction with emissions of
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click trains, from one time in a 1 h recording at days 22
postnatal to at least 11 times in a 15 min recording at days
181 postnatal without the company of other individuals. By
about three months, the calf was noticed scanning and toying
with fish, with which the adult animals were fed. On day 98
postnatal, the neonatal porpoise was observed swallowing a
fish for the first time.

In total, 76 postnatal click trains were registered at days
22 (N=1), 28 (N=2), 32 (N=1), 52 (N=1), 67 (N=8), 86
(N=5), 112 (N=6), 146 (N=1), 152 (N=35), and 181 (N

=16). As shown in Fig. 2, the click trains generally de-
creased in duration from over 4 s at days 22 to less than 1.5 s
at days from 112 through 181 postnatal. After 112 days of
age, the durations of click trains resembled those of adult
echolocation trains [Figs. 2 and 3(c)]. Quantitative data on
CRRmax, CRRmin, click train duration, and number of
clicks per train were plotted as functions of age showed in
Fig. 3. The logarithmic regression lines in Fig. 3 indicated
that the CRRmax presented a trend to decrease [correlation
analysis showed r=-0.42, p<0.001, N=76; Fig. 3(a)] with

FIG. 3. The following parameters of
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click trains recorded from neonatal
finless porpoise are plotted as a func-
tion of age: (a) maximum click-
repetition rate (CRRmax); (b) mini-
mum click-repetition rate (CRRmin);

|

- (c) duration; and (d) number of clicks.
E E Data points represent the mean values,

and bars represent the 95% of
minimum-maximum range. A logarith-
mic regression line was fitted with
each plot. Data for two adults are
shown for comparison. Adult 1: the
mother, Adult 2: an adult female tank
mate.
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age; the CRRmin trended to be quite stable [r=0.15, p
>0.1; Fig. 3(b)]; the click train duration and the number of
clicks gradually decreased from day 22 through day 181 [r
=-0.50, p<0.001 and r=-0.49, p<0.001, respectively;
Figs. 3(c) and 3(d)]. The CRRmax, duration, and number of
clicks decreased most dramatically up to 112 days of age,
after which time they remained relatively stable, and ap-
proximate to those of adult click trains [Figs. 3(a), 3(c), and

3(d)].

IV. DISCUSSION AND CONCLUSIONS

The data presented here are based on only one calf and a
limited number of observations. However, this intriguing
finding, of the similarity of the wave form and power spec-
trum of clicks between adults and the calf shortly after birth
(i.e., within 25 days), is consistent with those findings de-
scribed previously in Phocoenoides dalli (Bain, 1988) and
Phocoena phocoena (Kamminga and Terry, 1994), and thus
seems to show an innate, unconditioned acoustic behavior
nature in neonate of the Phocoenidae; The appearance of
echolocation shortly after birth (at least at days 22 postnatal),
changes in echolocation components such as CRRmax, train
duration, and number of clicks, increased head scanning mo-
tions, and increased frequency of hydrophone exploration,
also suggest some similar behavioral patterns in a calf’s ini-
tial development of echolocation abilities with other odonto-
cetes, such as bottlenose dolphin (Lindhard, 1988; Reiss,
1988; Kamminga and Terry, 1994; Hendry, 2004), killer
whale (Bowles et al., 1988), sperm whales (Watkins et al.,
1988; Madsen et al., 2003), and beluga whale (Vergara and
Barrett-Lennard, 2003).

The CRRmax, train duration, and number of clicks
gradually decreasing with age (Figs. 2 and 3) in neonatal
finless porpoise might indicate maturational changes in sen-
sory systems. As over time, the calf might be more familiar
with the object, or be able to acquire a greater degree of skill
in click production and interpretation of the returning echoes.
Whereas, the change trends of train duration and number of
clicks with age were contrary to those found in bottlenose
dolphin (Hendry, 2004), where train duration and number of
clicks increased with age. These differences might indicate
an interspecific variation in the echolocation development
between finless porpoise and bottlenose dolphin. Looking
back at the plots in Figs. 2 and 3, there emerge to be an
abrupt change in the CRR contours and acoustic parameters
between 86 and 112 days of age, and after which they re-
mained relatively stable and approximate to those of adult
click trains. In addition, this period, during which a signifi-
cant change happened, overlapped the time while the calf
was observed scanning, manipulating, and then capturing the
fish. Thus, if it was not mainly following the cue of sight, it
seems possible that the calf had been capable of using his
sonar skillfully to capture fish successfully. According to
these recordings and observations, it can be concluded that
the first 100 days after birth are essential for the echolocation
and related behaviors to develop to become a crucial sensory
device in finless porpoise.
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It should be kept in mind that the present data are from
a captive environment. It is not yet clear how the nature of
the captive environment may have affected the development
of echolocation and related behaviors. Complicated and spe-
cific environment in the wild, accompanied by the more fre-
quent social contact of a larger social community, may well
affect the speed at which echolocation becomes truly func-
tional.
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Coupling of the in vacuo modes of a fluid-loaded, vibrating structure by the resulting acoustic field,
while known to be negligible for sufficiently light fluids, is still only partially understood. A
particularly useful structural geometry for the study of this problem is the simply supported,
rectangular flat plate, since it exhibits all the relevant physical features while still admitting an
analytical description of the modes. Here the influence of the fluid can be expressed in terms of a
set of doubly infinite integrals over wave number: the modal acoustic impedances. Closed-form
solutions for these impedances do not exist and, while their numerical evaluation is possible, it
greatly increases the computational cost of solving the coupled system of modal equations. There is
thus a need for accurate analytical approximations. In this work, such approximations are sought in
the limit where the modal wavelength is small in comparison with the acoustic wavelength and the
plate dimensions. It is shown that contour integration techniques can be used to derive analytical
formulas for this regime and that these formulas agree closely with the results of numerical
evaluations. Previous approximations [Davies, J. Sound Vib. 15(1), 107-126 (1971)] are assessed in
the light of the new results and are shown to give a satisfactory description of real impedance
components, but (in general) erroneous expressions for imaginary parts. © 2007 Acoustical Society

of America. [DOI: 10.1121/1.2747094]

PACS number(s): 43.20.Tb, 43.20.Rz, 43.30.Jx, 43.40.Rj [JGM]

I. INTRODUCTION

The modal approach to the analysis of vibrating struc-
tures is both effective and highly developed. It is thus natural
to extend it to vibro-acoustic problems. Here, however, one
encounters a complication—the fluid pressure induced by the
vibrating structure provides an additional forcing, and one
which couples the in vacuo modes (Davies, 1971a; Graham,
1995). Even if the fluid is light enough for this effect to be
negligible, coupling also occurs in the expression for radi-
ated acoustic power (Davies, 1971b; Keltie and Peng, 1987,
Cunefare, 1992). Finally, when the fluid region is bounded,
and hence also naturally analyzed in terms of modes, these
too are coupled (Sum and Pan, 2000).

The inclusion of coupling terms greatly increases the
computational demands of a modal analysis, and there is thus
a strong incentive to neglect them. However, the circum-
stances under which this simplification is valid are still not
well understood, in spite of a number of fundamental inves-
tigations involving beams (Leppington et al., 1986; Keltie
and Peng, 1987; Cunefare, 1992), flat plates (Davies, 1971a;
Mkhitarov, 1972; Bano et al., 1992; Graham, 1995), and
disks (Lee and Singh, 2005). Further study of generic geom-
etries is therefore still required.

It is tempting to restrict such study to one-dimensional
geometries, because of the associated simplifications in
analysis and computation. However, Graham (1995) has
shown that the step from a 1D to 2D geometry has a crucial
impact on the influence of modal coupling. Among 2D ge-
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ometries, the simply supported flat plate is an ideal test case,
because its modes are known in analytical form [see, for
example, Chang and Leehey (1979)].

The effect of fluid loading is conveniently expressed in
terms of acoustic modal impedances (Chang and Leehey,
1979). In cases where relatively few modes are involved,
these can be computed numerically (e.g., Bano et al., 1992)
without the vibro-acoustic response calculation becoming
excessively arduous. The inclusion of large numbers of
modes, however, makes it necessary to find more efficient
ways of evaluating the impedances.

The expressions to be evaluated can be written either as
quadruple integrals over the plate surface or as double inte-
grals over the (infinite) wave number domain. The first case
is of a form that has recently been shown by Pierce et al.
(2002) to be reducible to a finite summation of single inte-
grals, each of which can straightforwardly be found via nu-
merical quadrature. Alternatively (Snyder and Tanaka, 1995;
Li, 2001), a suitable series expansion of the integrand leads
to an infinite summation that is convergent over all frequen-
cies. Nonetheless, some problems remain; Pierce et al. state
that “numerical difficulties could arise” in their method for
large plates and/or high mode numbers, while the number of
terms needed for Li’s summation to converge can become
excessive in the same circumstances. There is thus a require-
ment for analytical approximations to the impedances.

Early attempts to derive such approximations were made
by Wallace (1972), Davies (1971b), and Pope and Leibovitz
(1974). More recently, Graham (1995) has presented a sys-
tematic asymptotic analysis for the case of an acoustically
large plate. This, however, is not the only instance where
useful results are available; one can also consider the regime
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acoustic radiation

infinite baffle

FIG. 1. The simply supported flat plate. The plate is set in an infinite, rigid
baffle lying in the x—y plane. A compressible fluid, with mean density p and
sound speed ¢, occupies the region z>0.

where the plate is large in terms of the modal wavelength,
but not the acoustic wavelength. Furthermore, this case ap-
plies to lower frequencies, where fluid loading effects are
more likely to be significant. The aim of the current work is
therefore to derive and validate approximate expressions for
the acoustic modal impedances in this parameter regime.
The paper is organized as follows. In Sec. II the double
integral expression for the modal impedances is presented,
and then manipulated into a form amenable to analysis by
contour integration techniques. The evaluation of the first
integral is discussed in Sec. III, and that of the second in Sec.
IV. Finally, in Sec. V, the resulting asymptotic expressions
are validated by comparison with numerical results. The pa-
per also includes an appendix, in which recommendations for
practical implementation of the approximations are given.

Il. PRELIMINARY ANALYSIS

Figure 1 shows the geometry of the problem. A simply
supported, rectangular, flat plate, of length a and breadth b,
is set in an infinite rigid baffle and vibrates with (normal)
velocity v(x,y)e™™. As a result, it radiates acoustic waves
into the compressible fluid in z>0, which has mean density
p and sound speed c.

When the plate is thin enough to obey the bending wave
equation, its structural modes are given by (Davies, 1971a)

lﬁmn(x,}’)=%sm<@> sm(%) (1)

Va a

Vibration in mode (p,q), i.e., v(x,y):quzﬁpq(x,y), generates
a plate surface pressure field p(x,y,0)e™®, with p(x,y,0)
=2 Dn¥mn(x,y). The modal pressures p,,, are linked to Upg
through the acoustic wave equation, and it can be shown

(Chang and Leehey, 1979) that p,,,=pcZ,,,,v »q» Where
Zynpg=0, (m+p) or (n+q) odd; (2)
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FIG. 2. The complex K| plane. The integration contour Cy lies just above
the real axis for SR(K )<0 and just below for %(K )>0. The integration
contour C, follows the upper half-plane branch cut. The poles shown at
K=K, exist only for the case n=gq.

4KKKKf Jl—(U%mWK)
e wun ) ) (KKK - K)
1 —(=1)"cos (7K,)
(K: - K (K, - K2)

dK,dK,
VI-K2- K

otherwise.

3)

Here the square root is to be taken as either positive real or
positive imaginary, according to whether K§+K3 is less or
greater than one. The term Z,,,,,, is a (dimensionless) modal
impedance; when m=p and n=gq its real part is also often
referred to as the “radiation efficiency” of a mode.

The “self-impedance,” Z,,,,,,.,» Will be evaluated directly
from (3). However, it must first be expressed in a form suit-
able for contour integration in the complex K, and K|, planes.
This is achieved by decomposing the cosine terms in the
integrand into complex exponential components, and exploit-
ing the even nature of the other terms, leading to

7 4KZHK3J J 1 - (_ 1)mei,u[(x 1- (_ l)neinKy
e wun Je Je, (KI-KRP O (K) - K
dK,dK

VI -K, - K|

Note that this process introduces singularities on the real K,
and K, axes, at =K, and +K,, respectively, and the integra-
tion paths have first been deformed onto the contour C,
shown in Fig. 2 and its K, plane counterpart.

When m # p and/or n # g, the evaluation of the modal
impedance is simplified by expressing the components of (3)
as partial fractions, yielding

K,K
m>p x
Zmnpn K K [ pn Jmn] (5)
K,K.KK,
Zinnpq = g = Tmg = Ion+ Tl (6)
(K- k) (K- )

Here the “singly cross partial impedance,” J,

s 18 given by
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VI-K-K)

and its “doubly cross” counterpart, J , by

mn?

f J‘ 1_( l)m l,qul_(l)Il ink,
mn 772/1/77 N _ Ky_Kn

dK ., dK

VI-K-K;

Once again, the cosine terms have been decomposed into
complex exponentials, and the integration contours moved
off the real axis where necessary. Note also that the imped-
ance Z,,,,, is straightforwardly obtained from (5), with ap-
propriate variable exchanges.

The previous, high frequency asymptotic analysis for the
modal impedance (Graham, 1995) requires u, 7> 1 with K,,,,
K,~ O(1). Here, we evaluate the integrals (4), (7), and (8) in
the lower frequency region u, 7~ O(1), subject to the con-
dition K,,, K,>1 (i.e., high mode numbers). Note that this
regime differs from that of Wallace (1972), whose approxi-
mations for the real part of (3) apply for u, n<<lI.

lll. THE INNER INTEGRAL
A. The case n#q

This case applies for the doubly cross impedance, J. .
The integral over K, is written as

; f”l—(—l)"ei”’(y dK,
TR k-k

)

In principle, one must conduct separate analyses for K, > 1
and K, <1, but, in practice, the latter case is of lesser impor-
tance. When K, > 1, the branch cuts needed to ensure that the
square root remains single-valued and satisfies the conditions
required of it lie on the imaginary axis, starting at K,
=+i\K —1 as shown in Fig. 2. Then (Graham, 1995) the
1ntegrat10n contour can be deformed upwards to give I,
=1,,—1,,, where

2i K, + VK> + K>~ 1
Inl(Kx) = [.2 2 10 2 >
KNK +K -1 VK -1
(10)
(= 1)"e' ™y dK,
InZ(Kx) = - . (1 1)

o, K-K» \1-K-K

On normalizing the integration variable in (11) by K,,,
ie, K, —z\rK —1+iK,u, it can be seen that the dominant con-
tribution when K,>1 comes from the branch point region.
On the basis of Watson’s lemma (Crighton et al., 1992), the
integral can then be estimated asymptotically by expanding
the nonexponential part of the integrand as a power series in

y, giving
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2i(=1)re K

2K+

* 1+0
X f — (w) e K . (12)
o [u(u+2VK: -1/K,)]">

Note that, although K, > 1, the same cannot be assumed of
K; this is why the square root term has been excluded from
the expansion in u. Equation (12) can be evaluated with the
help of formula 3.364(3) of Gradshteyn and Ryzhik (1994),
giving

2i(-1)"

k21
KK - 1)+ eSO, (13)

n2 "

Although (10) and (13) are the main results that will be
required for 7,, the integration over K, means that they
should be applicable over the entire complex K, plane. This
can be shown by repeating the above calculations for the
case K,<1. The expression for /,; is found to be valid as
long as \r’Ki—l:—ivl—Ki for K, <1 (Graham, 1995). The
analysis for 7, becomes slightly more involved, requiring a
further contour deformation in the complex u plane, with
eventual result

m(=1)"
K +K -1

HP(1-K2) + 0(K;). (14)

n T
This is in agreement with (13) under the same condition on
\ Ki—l [Abramowitz and Stegun (1970) give 2Ky(-is)
=i7THE)1)(S)]. Equations (10) and (13) thus provide an analytic
continuation for 7, into the entire complex K, plane, as long
as branch cuts guaranteeing the required square root behavior
are provided.

B. The case n=q

This case applies for the self- and singly cross imped-
ances [see (4) and (7)]. The integral over K, is now

; _f 1= (=1)"e'y dK, (15)
"o, (K -KDP N1-K -k

It is evaluated in exactly the same way as [,, giving I,

=11 =Ly, With
L= —i {—’7+ K2 +2K:—1
"RV R-1] 2 KK+ K1)
Xlog (Kn+ {W)] + i >
VK2 -1 K(KX+K.-1)
(16)
o~ ~ i L VR 1) + e MO,

(K;+K;— 1)
(17)

Like (10) and (13), these expressions hold throughout the K,
plane.
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FIG. 3. The complex K, plane. The integration path C, is the counterpart of
C, in the K, plane. C5 and C, follow the upper half-plane branch cuts, while
SD1 and SD2 are steepest descent contours. The latter detours around the
imaginary axis branch cut if K, <cosec 6,. Poles lie at K,=+K,,.

IV. THE OUTER INTEGRAL
A. Branch cuts

The need for branch cuts in the expressions for 7, and /
has already been mentioned. The requirements on VK- 1
(positive real or negative imaginary on the real K, axis) are
fulfilled by the cuts from K,=1 to 1+i% and from K,=-1 to
—1—i% shown in Fig. 3.

The formulas for 7,,; and 1,,,;, (10) and (16), also contain
the term K>+ K>—1. Given the condition K,,> 1 implicit in
the asymptotic analysis, this root is always positive real on
the real K, axis. Branch cuts starting at K, =+ Ki— 1 ensure
that this requirement is maintained.

B. Contour deformations

The K,-plane contour deformations are identical for the
self-, singly cross partial, and doubly cross partial imped-
ances. They are thus described here for the latter only. Equa-
tion (8) is first written as

b f T 1= (= D)mehs
" wunl_.  K-K%

[Inl(Kx) - InZ(Kx)] dKA

(18)

When K, > cosec 6,, the integration path for the term involv-
ing I,,; is deformed upwards onto the branch cut contours Cj
and C,, while the term involving I, is split into two com-
ponents whose paths are deformed onto the steepest descent
contours SD1 and SD2. Further details, and the modified
analysis necessary when K, <cosec 6., are given by Graham
(1995). The final result is
I =+ H(K, —sec 6.)J, + H(K, - cosec 6,)J,,

XX XX XX
+Jml+ n1+ sd? (19)

where

I, (K
Jxx_ nl( x)

|
ex dK 5 (20)
Tunlcuc, Ki- K,
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4i
J;:fo = InZ(Km)a (21)
K,
4 — 1)meimky
;:-Z == ( 2) 2 Inl(Kx) de’ (22)
772/*"77 Cs Kx - Km
4 (= 1)"e' ks
== I,(K,) dK,, 23
ml 7T2M7]JC4 K)zc_Kfn nl( x) X ( )
4 1,(K
- J ;2( x)2 dK,, (24)
71'2/v“7 sp1 K - K,
4 f (_ l)mei,qu
XX
sd ™= InZ(Kx) de (25)
¢ T un SD2 Ki—Kfn

Note that the contour SD2 includes a detour around the
branch point i\Kﬁ—l if K, <cosec 6..

C. Evaluation of the components of Jx,

1 JXX
- ex
Equation (20) can be evaluated exactly, with result
4 K,K,+P\
Jo= log —im|. (26)
aunk,K,P K,K,—P

2. %

This term is given explicitly by (21). Noting that K,(s)
~ ¢~/ Vs for large s, one finds from (13) that J* is exponen-
tially small when K,,> 1.

3 JXX

- no
This term is given by the branch cut integral, (22). On
writing the integration variable in the form applicable to this

branch cut, i.e., Kx=i(yKﬁ—1+u), it becomes immediately
clear that J; is exponentially small when K, > 1.

4. S

ml
The nonexponential terms involving K, in (23) vary
slowly, as they are dominated by the large parameters K,, and
K,,. The exponential term decays rapidly with distance away
from the real axis. Watson’s lemma thus applies, and the
result is
- 8i(—1)"e'™ 5
ml J—_ U(Ki _ I)Ki +0(K,,). (27)
Note that the term (K> —1) could be replaced by K>, without
altering the asymptotic validity of (27), but slight improve-
ments in numerical accuracy are observed when it is re-
tained. The same comment applies to any asymptotically in-
consistent terms in other expressions.

5. Jnt
This integral lies on the contour SD1, whiﬂs the steep-

est descent path for the exponential e‘”\“s’é‘l (Graham,
1995). The saddle point is at K,=0. Although the relevant
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exponential does not appear explicitly in (24) and (13), it
matches the large argument behavior of the modified Bessel
function, and the contributions from large |K,| are therefore
exponentially small. The integral thus depends on the saddle
point region, where the nonexponential terms in K, are
slowly varying when K,,,, K,,> 1. It is therefore asserted that
they can be expanded about this point, giving

. 8i(—1)"

nl 2 (12 J KO( n\”K)zc - 1) dKX
T unKo (K, —1) Jsp

+0(K2). (28)

mn

The integration contour may now be deformed further round,

to the imaginary axis, since the Bessel function remains ex-

ponentially small at large radius, except for a finite region

very close to the imaginary axis where it is algebraically
: -112 : 2 _1_ .2

small (like |K,|7"?). Noting that VK;—1=-iV1+s* for K,

=is, one has now

8i(—1)" fx () 5 5
IS ——————— | HP(p 1+ ds+ 0(K).
T k(i o () e O

(29)

On making the substitution 1+s>=u and employing relation
6.592(14) of Gradshteyn and Ryzhik (1994), it is found that

o 8i(— 1)"e”
" ruPK (K- 1)

Note that this component could also have been obtained by
reversing the order of integration in (8), which would lead to
the counterpart of J', with x- and y-associated terms ex-
changed. The confirmation of that result [compare (27) and
(30)] by this alternative approach justifies the claim that (28)
is a valid asymptotic approximation of (24).

+O0(K,). (30)

6. J

Here the integration contour is SD2, which is the steep-

est descent path for e~ VK 1 ik, (Graham, 1995). The
saddle point is at K,=cos 6,, after which the path enters the
fourth quadrant of the K, plane before crossing the real axis
again at K,=sec 6. Before the saddle point the contour
crosses the imaginary axis at K,=i cot 6,.

Once again, it is noted that the large K, form of the
integrand in (25) matches the exponential function appropri-
ate to SD2, and thus that the integral is dominated by the
saddle point region. (This point holds even if K,<cosec 6,
and SD2 includes part of the branch cut, as long as K,>1.)
On forming the series expansion of the slowly varying inte-
grand terms about the saddle point, (25) becomes

4(_ 1)m+n
aun(K,, - cos® 6,)(K - sin® 6,) J sp»

XX ~

sd

K (31)

HY (1 = K2) dK, + O(K;p3),

where the alternative form for I,,, (14), has been used in-
stead of (13). The integration contour may now be deformed
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back onto the real axis, and the symmetry properties of the
Bessel function invoked in conjunction with formula
6.677(8) of Gradshteyn and Ryzhik (1994), to give

Si(— l)m+n ei\““M2+772
(K, — cos® 0,)(K; —sin® 6,) i+ 77

+O0(K?). (32)

mn

X)C~

sd

This completes the analysis for the doubly cross partial im-
pedance. When combined as in (19), Egs. (26), (27), (30),
and (32) provide asymptotic expressions up to O(K,*); the

mn

leading order term is the imaginary part of (26), at O(K>).

D. The components of J5 ,

The analysis for the singly cross partial impedance dif-
fers only in minor details, so the resulting expressions are
simply stated here without further explanation:

I =J + HK,, - sec 6.)J,, + H(K, - cosec 6.)J,,
+ T+ S+ S (33)
where J;  and J,, are exponentially small, and
i 2i P+K, 4
Jor = log - 2 2
7T,LLKmP P- Km T W(Kn - l)P

2(K> + P?) (KmKn + P) .
— 3 [e) -1 |,
WMﬂKmKnP KmKn -P

(34)

. 8i(—1)"e
T+ 0(K,), (395)
mu (K, - 1K,
8i(—1)"K2e'"
TuK, (K, —1)*

X
‘Inl

+O0(K,). (36)

8i(— 1)m+nK’21 ei\““‘,u,2+772
aun(K2 - cos® ,) (K> —sin® 6,)> \ u? + 7

+ 0K

mn) :

X ~
sd

(37)

Again, these expressions give the components of the
asymptotic expansion up to O(K;:,t). The leading order term
is now O(anz), in (34), but the real part remains O(ant).

n

E. The components of Z,,,,,,,

Again, the analysis essentially follows that of Sec. IV C.
The results are

Zounmn = Zox + H(K,,, — sec 6,)Z,,, + H(K,, — cosec 6.)Z,,

+Zml +Zn1 +st’ (38)

with Z,,,, Z,, exponentially small, and
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107" — imaginary part E
107 4
107 e
g FIG. 4. Numerical (—) and asymptotic (- - -) results for
N 10 the real and imaginary parts of the self-impedance
Z4343- Plate dimensions a=1.5 m, b=1.0 m.
107° real part 4
107° 4
107 4
10° 5 ' 1 0
10" 10, 10
Kes
. 0 . np2 in
i (K, +P°) P+K, 8i(—1)"Ke 5
Zex:___ 3 g nl ) 2+0(K;m), (41)
P wuk,,P P-K, mu K (K. 1)
i(K2+ P?) (P + K) 2i(p + 7)
71'77K,,P3 g P-K, T M 7]P2
2(2P4 + P2 - 3Kr2nK1% 81(— 1)m+nK’2nK5 ei\““;l«2+"72
+ Ly~ —
2 2 d ; ,
aun(K,, — 1)(K, - 1)P* (K, - cos® 0,)%(K, - sin® 6,7\ + o7
4 2 2 2 5
S P ASKK (KmKn+P) il +0(K3). 42)
munkK, K,P° K,K,—P
(39) 1
The largest term is imaginary and O(K,,,), while the compo-
8i(— l)mK,znei" s nents of the real part are, once again, O(K;,‘L).
ml "~ 2 2 212 + O(K;m)’ (40)
m (K, - 1)°K;,
10° T
107 4
1072 imaginary part E
10° 4
x2 10" 4 FIG. 5. Numerical (—) and asymptotic (- - -) results for
the real and imaginary parts of the singly cross partial
impedance J};. Plate dimensions a=1.5 m, b=1.0 m.
107° — real part E
107° 4
107 4
107 = o
10° 107 10
K
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10 T
/
107k 4
— imaginary part
10° 3
107 3
%8 FIG. 6. Numerical (—) and asymptotic (- - -) results for
s the real and imaginary parts of the doubly cross partial
10° real part impedance J33. Plate dimensions a=1.5 m, b=1.0 m.
10°° 3
107 €
10° !
102 107 10°
K
F. Comparison with previous approximations
p p PP 7y OOy AKK By Kby
o’ i mnpq 2 2 2 2
1. Davies’ expressions K, K, Ky KK,

Davies (1971a) performed an ad hoc approximate analy-
sis of the impedance integral, (3). His results, in the current
notation, are

8 sin w
RZypps) = | 1-(-1)"——
(Zynpg) A =D .
. . 3
(- 1)nsm n e 1)mﬂsm \’,U~2+ 7]2
7 i+ 1

(43)

Noting that K,,K,,> P for K,,, K,,> 1, and therefore that

K K, +P 2P
log( m_n ) +0(K;)), (45)

KmKn -P - KmKn

it is straightforward to show that the four terms in (43) are
asymptotically equivalent to (respectively) Z,,, Z,,;, Z,;, and
Z.a [Egs. (39)—(42)]. The analysis is somewhat more in-
volved for the partial impedances, as Z,,,, must be con-
structed according to (5) and (6), but gives the same result.

imaginary part

— real part

4 FIG. 7. Numerical (—) and asymptotic (- - -) results for
the real and imaginary parts of the singly cross partial
impedance J};. Plate dimensions ¢=1.0 m, b=1.5 m.
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|real part|

Z%“—Zex

limaginary part|

FIG. 8. Numerical (—) and asymptotic (- - -) results for
the real and imaginary parts of the self-impedance com-
ponent Zj43—Z,. Plate dimensions a=1.5m, b
=1.0 m.

Davies’ approximation for the imaginary part is, how-
ever, only satisfactory for the self-impedance, and then only
in the form

02, (46)

mn

j(Zmnmn) -~ =

which is equivalent to the leading-order contribution —i/P
from (39)—(42). Davies’ terms at O(K,_ni) are clearly different
from their counterparts in (39), which contain logarithms that
cannot be expanded [since P, K,,, and K, are all O(K,,,)],
and this error becomes crucial for the singly cross imped-
ances [compare (44), (34), and (5)]. Finally, the approxima-
tion 3(Z,,,,) =0 when m # p, n# q is unsatisfactory in com-

parison with the exact, 0(1(;;), contribution from (26).

2. Wallace’s expressions

Wallace (1972) considered the real part of the self-
impedance only, in a different asymptotic limit: w, 7<<l.
However, as this condition necessarily implies K,,, K,,> 1, it
is of interest to compare the results. Wallace’s expressions
have recently been revisited by Li (2001), who found a cor-
rection for the case where both m and n are even. In our
notation, Li gives

3 2 8
SR(Zmnmn) -~ 2 2 |:1 - (1 D) )
Tunk, K, 12 m?

>
7 8
_E<1—n2ﬂ2ﬂ, m,n odd; (47)

|real part|

1
‘l
I

limaginary part|

'¢

7 L

FIG. 9. Numerical (—) and asymptotic (- - -) results for
the real and imaginary parts of the singly cross partial
impedance component Jy;—J,. Plate dimensions a
=1.5m, b=1.0 m.

1 0‘1‘
K
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XX XX
J43 - Jsx

limaginary part|

FIG. 10. Numerical (—) and asymptotic (- - -) results
for the real and imaginary parts of the doubly cross
partial impedance component J;5—J;7. Plate dimensions
a=1.5m, b=1.0 m.

10 2 : 1 0
10° 10 10
K43
87 8
R(Zyrn) ~ ———5—5 | 1 = —— R(Zyn) ~ ———5—5[1 = (= 1) = (= 1)" + (= 1)y™"
( ) 37r,uK,2nKi[ ) ( ) 7T/L77K,2,,K,21[ ED"==D"+(=1)
24 +0(u® + 50
- £<1 g m odd, n even; (48) (w+ 7] (0
n
as u, n— 0. Note that higher order terms cannot be obtained,
2un 24 as they depend on the unknown, O(K;>), coefficients in
R(Zpmn) ~ m - T (40)—(42), which are extremely arduous to evaluate.
men When m and n are odd, (50) agrees with (47) at leading
ﬁ 1 24 (49) order. However, if either (or both) of m, n are even, it gives
Tos\ T 2 m,n even. zero instead of the higher-order expressions (48) and (49).

Since the current expressions, (39)—(42), are equivalent, at

leading order, to (43), they give

This implies that practical implementations should revert to
the Wallace equations for w, #<<1, and this issue is consid-
ered further in the Appendix.

limaginary part|

|real part|

FIG. 11. Numerical (—) and asymptotic (- - -) results
for the real and imaginary parts of the singly cross par-
tial impedance component J3;—J3,. Plate dimensions a
=1.0m, b=1.5 m.
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V. VALIDATION OF THE ASYMPTOTIC EXPRESSIONS
A. Computational implementation

The asymptotic expressions can be straightforwardly
and conveniently evaluated in the form of (19) and its
equivalents, except that the exponentially small terms J,
and J;) are never included. No special functions are required,
unlike the high-frequency case.

Numerical evaluation of the impedance integrals pro-
ceeds first by splitting them into real and imaginary parts,
which are then computed separately using automatic quadra-
ture routines from the Numerical Algorithms Group (NAG)
Fortran Library. Where infinite integration ranges are trun-
cated, asymptotic corrections are employed to reduce the as-
sociated errors. For the partial impedances, where significant
cancellation occurs, the range is split at the point where the
integrand changes sign. This leads to improvements in speed
and robustness, at a (potential) cost in loss of accuracy. The
specified maximum error for each integration is 0.5%.

B. Results

In principle, one should test the asymptotic expressions
for both K,, <K, and K,,>K,, so that the behavior as both
become smaller (with increasing frequency) can be observed.
However, this is in fact only necessary for J, ., due to the
symmetry of the results for Z,,,, and J, . The main test
case is thus chosen to be m=4, n=3, with a=1.5m, b
=1.0 m. For J;,,, a second test case is created by changing
the plate dimensions to a=1.0 m, b=1.5 m.

Figure 4 shows the real and imaginary parts of the self-
impedance, plotted against the dimensionless frequency K;;l
Both show excellent agreement between numerical and
asymptotic results up to around K:n1n=0.5, when the latter
start to diverge significantly. (At this frequency, K,,=1.33,
K,=1.49.) Similar features are observed in Figs. 5 and 6,
which show the corresponding results for the singly and dou-
bly cross partial impedances, respectively.

Figure 7 shows the secondary case results for J;;. Here
again, excellent agreement between numerics and asymptot-
ics is evident at the lower frequencies, with divergence start-
ing around K;l1n=0.35. At this frequency K,,=2.56, K,
=1.28.

Given the importance of the exact terms (J5,, /., Z,,) in
the overall impedance estimates, it is also instructive to con-
sider the remainders, i.e., J;,,—J;; and its equivalents. The
comparisons between asymptotics and numerics for these
quantities are given in Figs. 8—11. Noting the reduced levels
compared to the exact terms, one concludes that good accu-
racy is achieved in the main case up to around K’ =0.4
(K,,=1.66,K,=1.87), and in the secondary case to about
K;'=03 (K,,=2.98,K,=1.49). In the light of the large K,,,
K,, assumption used to derive the approximations, the extent
of the agreement is remarkable.

At very low frequencies, however, the imaginary
asymptotic results in Figs. 8 and 9 show some inaccuracies,
which are discussed further in the Appendix. Equally, the
numerical results in Fig. 10 clearly exhibit the accuracy limit
in the numerical calculation as do, to a lesser extent, the
“glitches” in Figs. 8, 9, and 11. The level of these errors
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relative to the overall imaginary part results in Figs. 5-7
confirms that the loss in accuracy due to cancellation be-
tween separate numerical evaluations is not critical.

VI. CONCLUSIONS

This paper has presented asymptotic approximations for
the modal acoustic impedances of a simply supported, rect-
angular plate. The analysis has been conducted under the
assumption K,,, K,> 1, with u, 7~0O(1), and the resulting
expressions have been validated against numerical solutions.
This process has also shown that the asymptotic approxima-
tions remain accurate down to remarkably low (around 1.5)
values of K, and K,,, but their real parts must be replaced by
alternative formulas if x and 7 become small.

When compared with previous approximations, the ex-
pressions derived here are found to be asymptotically
equivalent to Davies’ (1971a) formula for 98(Z,,,,,,). In con-
trast, the same author’s result for 3(Z,,,,) is shown to be
correct only for the self-impedance, Z,,,,,,, and then only at
leading order. Finally, if one lets u, 7»—0 in the current
expressions, one regains, to leading order, Wallace’s (1972)
result for R(Z,,,,,,.,). Since, however, this term is only non-
zero for both m and n odd, Wallace’s formulas and their
equivalents for the partial impedances (see the Appendix) are
preferable in this regime.

NOMENCLATURE
a = plate length (x direction)
b = plate breadth (y direction)
¢ = speed of sound
H = Heaviside step function
Hgl) = Hankel function

I1,, I, = inner integrals
X

J,,, = singly cross partial impedance (components
- ‘I)fo’ ano’ ‘]zo’ fnl’. ;1’ Jivcd)
Joon 33ul?’1x}; c?);s p)ectxrtlalxim%i;lance (components
ex? “mo’ Vno> Yml> Yl Visd
Km(p) = dimensionless modal wave number
m(p)m/
K., = VK2+K2
K, = dimensionless modal wave number n(q)m/ 7
K,, K, = dimensionless longitudinal and lateral wave
numbers
K, = modified Bessel function
m, p = longitudinal mode numbers
n, g = lateral mode numbers
p(x,y,z) = acoustic  pressure  field (harmonic

component)
Pmn = acoustic pressure component in mode (m,n)
P = JK:+K*-1
t = time
v(x,y) = plate normal velocity (harmonic component)
U = plate velocity component in mode (m,n)
X, y, z = Cartesian coordinates
Zynpg = dimensionless acoustic impedance linking
modes (m,n) and (p,q)
6yp = Kronecker delta symbol
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APPENDIX: PRACTICAL IMPLEMENTATION OF THE
EXPRESSIONS

1. Range of validity

The results presented in Sec. V B suggest that the
asymptotic expressions are applicable as long as both K, and
K, are greater than 1.5. Further testing confirms this hypoth-
esis, with the exception of cases where either m or n is 1 or
2. Thus, in the following, K, is deemed “small” if it is less
than 1.5, or if m(n)=2, and “large” otherwise. The
asymptotic expressions are accurate as long as both K,, and
K, are large.

2. Hybrid evaluation of the impedances

In the situations where the approximations presented in
this paper are useful (i.e., where many modes are significant
contributors to the plate’s vibration), there can be quite large
numbers of modes with either K,, large, K, small, or vice
versa. The impedances for these cases are unsuitable for
asymptotic approximation, but demanding to evaluate nu-
merically, and an alternative, hybrid, approach has thus been
implemented. Here the relevant impedance expression is ar-
ranged so that the inner integral corresponds to the direction
in which the modal wave number is large. This integral is
then approximated by the asymptotic results of Sec. III (or
their equivalents, if K, is large), and only the outer integral
is estimated numerically. This approach has been validated
against a fully numerical evaluation and has been found to
perform entirely satisfactorily.

One thus has the option of asymptotic, hybrid, or nu-
merical evaluation of the modal impedances. Figure 12
shows a flow chart summarizing the recommended choice,
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depending on the modal wave numbers.

3. Low frequencies

In Sec. IV F, it was shown that the real part of the modal
self-impedance expression derived here is subject to signifi-
cant cancellation when u, << 1. In this range, it is found that
the leading order terms of Wallace’s approximations give
better agreement with numerics, and these expressions are
thus used in preference. The point at which u, 7 are suffi-
ciently small to make this replacement is found to depend on
whether m and n are even or odd. The recommended change-
over points are

W+ 77 <10, m,n odd; (A1)
w?+ 77 <2.5, one of m,n odd; (A2)
w>+ 12 <10.0, m,n even. (A3)

The same boundaries are recommended for the partial
impedances, for which the results corresponding to Wallace’s
are

; 32
%(ann) ~——5 5, m,n odd; (A4)
Tk, K,
x 87
R(J,,) ~————5 5, modd,n even; (A5)
3muk’ K>
. 8u
R(J,,) ~—-——5 3, meven, nodd; (A6)
379K, K,
R )~ — Lyz, m,n even; (A7)
" 157K, K,
32
R(,) ~ ———5 5. m,nodd; (A8)
Tk, K,
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! 8
R ~ %, m odd,n even; (A9)
377MKﬂ'lKn
R ) ~ _ S m even, n odd; (A10)
" 3mpKiKE ' ’
R ~ L;?, m,n even. (A11)
157K, K,

The strong similarity of these results to the direct impedance
expressions (47)—(49) is a reflection of Snyder and Tanaka
(1995)’s finding that, in this parameter regime, the real part
of any coupling impedance can be written as a weighted sum
of the radiation efficiencies of the modes involved. Note,
also, that the low frequency errors in the purely asymptotic
component of the imaginary part (Figs. 8 and 9) could be
investigated similarly. However, as these terms are much
smaller than the exact component in this region, such a study
is unnecessary.

Abramowitz, M., and Stegun, 1. (1970). Handbook of Mathematical Func-
tions (Dover, New York).

Bano, S., Marmey, R., Jourdan, L., and Guibergia, J.-P. (1992). “Etude
théorique et expérimentale de la réponse vibro-acoustique d’une plaque
couplée a une cavité en fluide lourd (Theoretical and experimental study
of the vibro-acoustic response of a plate coupled to a cavity containing a
heavy fluid),” J. Acoust. 5, 99-124.

Chang, Y. M., and Leehey, P. (1979). “Acoustic impedance of rectangular
panels,” J. Sound Vib. 64(2), 243-256.

Crighton, D. G., Dowling, A. P., Ffowcs Williams, J. E., Heckl, M., and

730  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

Leppington, F. G. (1992). Modern Methods in Analytical Acoustics: Lec-
ture Notes (Springer Verlag, New York).

Cunefare, K. A. (1992). “Effect of modal interaction on sound radiation
from vibrating structures,” ATAA J. 30(12), 2819-2828.

Davies, H. G. (1971a). “Low frequency random excitation of water-loaded
rectangular plates,” J. Sound Vib. 15(1), 107-126.

Davies, H. G. (1971b). “Sound from turbulent-boundary-layer-excited pan-
els,” J. Acoust. Soc. Am. 49(3), Pt. 2, 878—889.

Gradshteyn, 1. S., and Ryzhik, I. M. (1994). Table of Integrals, Series, and
Products (Academic, London).

Graham, W. R. (1995). “High-frequency vibration and acoustic radiation of
fluid-loaded plates,” Philos. Trans. R. Soc. London, Ser. A 352, 1-43.
Keltie, R. F, and Peng, H. (1987). “The effects of modal coupling on the
acoustic power radiation from panels,” ASME J. Vib., Acoust., Stress,

Reliab. Des. 109, 48-54.

Lee, H., and Singh, R. (2005). “Self and mutual radiation from flexural and
radial modes of a thick annular disk,” J. Sound Vib. 286, 1032-1040.

Leppington, F. G., Broadbent, E. G., Heron, K. H., and Mead, S. M. (1986).
“Resonant and non-resonant acoustic properties of elastic panels. I. The
radiation problem,” Proc. R. Soc. London, Ser. A 406, 139-171.

Li, W. L. (2001). “An analytical solution for the self- and mutual radiation
resistance of a rectangular plate,” J. Sound Vib. 245, 1-16.

Mkhitarov, R. A. (1972). “Interaction of the vibrational modes of a thin
bounded plate in a liquid,” Sov. Phys. Acoust. 18(1), 123-126.

Pierce, A. D., Cleveland, R. O., and Zampolli, M. (2002). “Radiation im-
pedance matrices for rectangular interfaces within rigid baffles: Calcula-
tion methodology and applications,” J. Acoust. Soc. Am. 111(2), 672-684.

Pope, L. D., and Leibovitz, R. C. (1974). “Intermodal coupling coefficients
for a fluid-loaded rectangular plate,” J. Acoust. Soc. Am. 56(2), 408—415.

Snyder, S. D., and Tanaka, N. (1995). “Calculating total acoustic power
output using modal radiation efficiencies,” J. Acoust. Soc. Am. 97(3),
1702-1709.

Sum, K. S., and Pan, J. (2000). “On acoustic and structural modal cross-
couplings in plate-cavity systems,” J. Acoust. Soc. Am. 107(4), 2021—
2038.

Wallace, C. E. (1972). “Radiation resistance of a rectangular panel,” J.
Acoust. Soc. Am. 51(3), Pt. 2, 946-952.

W. R. Graham: Modal acoustic impedances of rectangular plates



Sound propagation above a porous road surface with extended

reaction by boundary element method

Fabienne Anfosso-Lédée?
Laboratoire Central des Ponts et Chaussées, route de Bouaye, BP 4129, 44341 Bouguenais cedex, France

Patrick Dangla
Laboratoire Central des Ponts et Chaussées, Laboratoire des Matériaux et Structures du Génie Civil, UMR
113, 2 allée Kepler, 77420 Champs sur Marne, France

Michel Bérengier
Laboratoire Central des Ponts et Chaussées, route de Bouaye, BP 4129, 44341 Bouguenais cedex, France

(Received 30 June 2006; revised 4 May 2007; accepted 5 May 2007)

Acoustic impedance of an absorbing interface is easily introduced in boundary element codes
provided that a local reaction is assumed. But this assumption is not valid in the case of porous road
surface. A two-domain approach was developed for the prediction of sound propagation above a
porous layer that takes into account the sound propagation inside the porous material. The porous
material is modeled by a homogeneous dissipative fluid medium. An alternative to this time
consuming two-domain approach is proposed by using the grazing incidence approximate
impedance in the traditional single-domain boundary element method (BEM). It can be checked that
this value is numerically consistent with the surface impedance calculated at the interface from the
pressure and surface velocity solutions of the two-domain approach. The single-domain BEM
introducing this grazing incidence impedance is compared in terms of sound attenuation with
analytical solutions and two-domain BEM. The comparison is also performed with the
single-domain BEM using the normal incidence impedance, and reveals a much better accuracy for
the prediction of sound propagation above a porous interface. © 2007 Acoustical Society of

America. [DOI: 10.1121/1.2749407]
PACS number(s): 43.28.En, 43.28.Js [KA]

I. INTRODUCTION

Boundary Element Method (BEM) has been extensively
used over the past years for the prediction of environmental
noise, especially for noise barrier calculation. Although it is
more suitable for problems of finite size, the advantage of
such a method in outdoor problems is the diversity of surface
impedances and geometries that can be taken into account.
Resolution techniques are well known in the case when a
local type of reaction is assumed on the boundaries, i.e., the
sound propagation inside the material forming the boundary
can be neglected (see, for instance, many application cases in
Ciskowski er al., 1991). This assumption of local reaction is
valid for many surfaces in road environment (grounds with
earth or grass, noise barriers, dense road surfaces ...), but
fails in the case of porous road surfaces. Porous road pave-
ments are extended reacting surfaces, and the boundary con-
dition is more complex to be introduced in BEM. Watts
(Watts et al., 1999) used varying impedance values, sepa-
rately calculated from an analytical expression requiring
angles of incidence. The most important incident wave direc-
tion had to be assumed. A more robust approach is the multi-
domain approach, in which the sound propagation in the air
space and inside the porous medium is described by two
integral equations, coupled by the expression of continuity of
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the sound pressure and particle velocity at the interface. Sey-
bert (Seybert et al., 1990), and Cheng (Cheng et al., 1991)
described the procedure for lossless media, and Wu (Wu et
al., 2003) studied the effect of bulk-reacting materials in
mufflers with the same approach. Sarradj (Sarradj, 2003)
used the multi-domain approach for the prediction of outdoor
sound propagation, specifically to introduce porous road sur-
faces. He compared his results with a traditional single-
domain approach with local reaction assumption. The author
concluded that a significant difference exists when the ab-
sorption coefficient becomes high at medium and high fre-
quencies (above 600 Hz), especially for higher source posi-
tions. The observed discrepancy between the two models can
reach 5—-10 dB at some frequencies.

In this paper, a similar two-domain approach is used for
the prediction of sound propagation above a porous road
surface with extended reaction. Although BEM is well suited
to complex geometries, the basic case of sound propagation
above a plane porous surface is first investigated. An alter-
native to this time consuming two-domain approach is pro-
posed by using the grazing incidence approximate imped-
ance in the traditional single-domain BEM. The results of
both BEM approaches are compared with analytical solu-
tions using sound ray theory, and to experimental results
from the literature.

© 2007 Acoustical Society of America 731



Il. FORMULATION

A. Traditional two-dimensional BEM formulation for
boundaries with local reaction

The sound propagation above the ground surface S is
formulated in terms of an integral equation (assuming a =’
time dependence):

e(M)p(M) + f {% - ikoéGO(M,MS)
S nS Zn
Xp(Ms)dS(Ms) :pinc(M)’ (])

where p(M) is the acoustic pressure at a point M in the air
space, n, is the outward normal of the surface S, kj and Z,
are, respectively, the wave number and the impedance of air,
Z, is the surface normal impedance, and p;,. is the incident
sound pressure in free field. The problem can be three-
dimensional, but the present study is restricted to a two-
dimensional approach, as it is intended to be included in a
general problem of large dimensions. In this case, the Green
function Gy, is defined by

i
Go(M,M'") = ZH(()I)(ko"), )

where r is the distance between points M and M', and Hf)l)
the Hankel function of first kind of order zero. More ad-
vanced Green functions have been proposed (Chandler-
Wilde and Hothersall, 1995), in order to simplify the integral
Eq. (1) for particular boundary conditions. But they are not
adapted to the present case.

Furthermore, the present study will focus on the simple
case of a flat, homogenous, and infinite boundary S, although
it can be of any shape and made of various materials with
different impedances. In these conditions, e(M)=1 for M
eV and e(M)=0.5 for M 8.

Usually, a local reaction is assumed on the boundary: the
motion at point My in the direction normal to the surface
depends on the acoustic pressure only at that point, and is
independent of the motion of any other point of the surface
(Morse et al., 1968). In this case, at each surface point M,
the surface impedance value Z, only depends on the sound
pressure at that point, p(M). Analytical expressions of this
surface impedance can be made. Thus for a layer of absorb-
ing medium of characteristic impedance Z,, wave number kp
and thickness e

Z, =27, coth(- ik,e). (3)

The integral Eq. (1) is traditionally solved numerically,
leading to the resolution of a system of linear equations:

[H]{p} = {pinc}» (4)

where {p} is the vector of unknown nodal pressures, and
{Pinc} the nodal values of incident pressure. The details of
this resolution can be found in (Anfosso-Lédée and Dangla,
2006).

732 J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

B. BEM formulation for boundaries with extended
reaction

1. Two-domain BEM approach

However, in the case of material with a rigid frame like
porous road pavements, the assumption of local reaction is
not valid (Sarradj, 2003). In other words, at each point Mg on
the surface, the surface impedance Z, depends on the sound
pressure not only at Mg but also at other points of the bound-
ary. For an absorbing layer of thickness e on a hard backing,
the analytical expression of the surface impedance is (Li er
al., 1998, Bérengier et al., 1997, Allard er al., 2003):

Z
Z,= _XE coth(-ik,ex), (5)

where y can be derived from the angle of incidence ¢ of the
plane wave

_ k\* .,
x=1\/1- B sin” ¢. (6)
P

This geometrical approximation introducing plane
waves and geometrical quantities such as angles of incidence
is not suited to BEM formulation. Furthermore, the interac-
tion between Z, at point Mg and the sound pressure at other
points of the boundary cannot be easily introduced in the
integral equation. Most authors use the normal incidence ap-
proximation, corresponding to sin ¢=0, i.e., y=1, and lead-
ing to an expression of surface impedance equivalent to the
local reaction approximation (3).

A more accurate approach using the coupling of two
propagation domains can be used and has been described in
Seybert et al., 1990 and Sarradj, 2003. In this approach, the
sound propagation inside the porous medium is described by
a boundary integral equation with unknowns p and dp/dn. It
is coupled with the boundary integral equation of the sound
propagation in the air, by the continuity of pressure and pres-
sure gradient at the interface between both media. The nu-
merical resolution by boundary elements leads to the set of
linear equations in which the unknowns are the nodal values
of sound pressure {p} and pressure gradient {dp/dn}

[H{p} - [G]{ j—”} = (b
! ™
[H,]{p} - [G.,]{ g—"} = (0}

The matrices [H] and [G] can be calculated from the
Green function in the air G, and its normal gradient. The
matrices [H,] and [G,] can be calculated from the Green
function in the porous medium G, and its normal gradient

i
G,(M,M') = ZH(OI)(kpr), (8)
where k), is the complex wave number in the porous medium,
and r the distance between points M and M'.
In the case of a layer of porous material bounded by an

impervious substructure, typical of a porous road surface
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layer, the Green function that integrates in its definition a
homogeneous von Neumann condition on the sublayer is
used

G,(M.M'")= ;i[Hgl>(kpr) +H (k)] )

where r' is the distance between M and M" the symmetrical
point of M’ with respect to the lower interface.

2. Model for sound propagation inside the porous
medium

For the description of sound propagation inside a porous
pavement, a rigid-frame model is used, assuming that the
pore walls are nondeforming and motionless. This can be
justified by the nature of the acoustic excitation, and by the
much higher density and stiffness of the porous pavement
material than the air, and is supported by many authors (At-
tenborough and Howorth, 1990; Hamet and Bérengier, 1993;
Allard, 1993; Bérengier et al. 1997; Watts et al., 1999; Lui
and Li, 2004). A phenomenological model is used where the
porous medium is considered as a homogeneous fluid, iso-
tropic and dissipative due to viscosity and thermal exchanges
between the air and the solid frame. The porous medium is
fully described by the complex characteristic impedance Z,
and the complex wave number k, as defined in Morse and
Ingard, 1968, and later in Hamet and Bérengier, 1993

~ I_{l ,&)1/2< ~ 1_1/7)—1/2
Z,,—ZO\/;Q<1+zf ) (10)

— 1, 12 1 12
kp=k0\1K’y<1+lf> <1—(1—1/)/)m) , (11)

where f,, and f are defined by

RO
and f,=——. (12)
® 2mpoK

fa: 27Tp0P r
Q) is the open porosity, R, the air flow resistivity, K the tor-
tuosity, vy is the specific heat ratio (1.4 in the case of an ideal
gas) and Pr the Prandtl number (0.71 in the air).

lll. GRAZING INCIDENCE APPROXIMATION FOR
SURFACE IMPEDANCE

A. Surface grazing impedance

Obviously, the set of matrix Egs. (7) in the two-domain
approach requires longer computing time and more resources
than the set of Eq. (4) in the traditional single-domain BEM,
because it contains twice as many equations and unknowns.
This is not suitable for parametric studies or for large size
problems. An alternative is used by introducing the approxi-
mate surface impedance at totally grazing incidence. It de-
rives from Egs. (5) and (6) with an angle of incidence ¢
close to /2, and thus

k,Z [k, \?
Zapz—Lpz—coth{—ikoe <—E> —l:|. (13)
k ko
ko L -1
ko
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FIG. 1. Geometry of the interface for the investigation of surface imped-
ance.

The consistency of this approximation is checked by
comparing with the evaluation of the surface impedance de-
rived from the two-domain BEM predictions. Actually, the
resolution of Eq. (7) gives access not only to the sound pres-
sure at the interface, but also to the normal pressure gradient.
Thus, the surface impedance at the interface—i.e., the ratio
Z,! Zy—can be calculated.

In the simulated case, a line source is located at xg=0
above a porous layer characterized by a flow resistivity Ry
=20000 Nms™, a porosity 1=0.15, a tortuosity K=4, and
a layer thickness ¢=0.038 m (Fig. 1). Two different source
heights are considered: y¢=0.3 m for a rather oblique inci-

8 (a) Real Part

-6 —+— BEM ys=0.04m
----- Analyt. ys=0.04m
-8r —*—BEMys=0.3m |
Analyt. ys=0.3m
_10 . . . . n N n
0 1 2 3 4 5 6 7 8

Distance from the source (m)

35 T T T T T T T

m(Zn/Z0)

—+— BEM ys=0.04m
————— Analyt. ys=0.04m
—%— BEM ys=0.3m
Analyt. ys=0.3m

20

0 1 2 3 4 5 6 7 8
Distance from the source (m)
FIG. 2. Surface impedance along the interface at 250 Hz, predicted by BEM

and analytical approximation for two source height (y,=0.04 and 0.3 m); (a)
real part, (b) imaginary part.
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FIG. 3. Surface impedance along the interface at 800
and 1500 Hz, predicted by BEM and analytical ap-
proximation for source height H;=0.3 m; (a) real part,
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dence, and yg=0.04 m for a more grazing incidence. The
surface impedance is calculated at points of abscissa x in the
first 8 m away from the source, but the total interface mod-
eled extends up to x,,,=10 m. The numerical values of the
ratio Z,/Z, at 250 Hz are presented in Figs. 2(a) and 2(b),
respectively, for the real and imaginary parts, as a function of
the distance x along the porous interface. The two-domain
BEM predictions—in which no explicit boundary condition
is introduced at the interface—are compared with the ana-
lytical solution of Eq. (5). The quantity y defined in Eq. (6)

is
- ()
X= k x2+y§ '

P

(14)

It can be seen in Fig. 2 that far enough from the source, i.e.,
at a distance of about two wavelengths from the source, ana-
lytical and BEM models converge to the grazing incidence
impedance. Very close to the source, discrepancies between
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4

analytical and BEM predictions are more important, espe-
cially in the case of the lower source (yg=0.04 m). The fail-
ure of both models may explain this difference: the lowest
source is N\/34 from the surface, the highest one \/4.5. Very
close to the source, BEM calculations fail due to the indeter-
mination of the Green function at the source point, and the
plane wave approximation in the analytical model is not fully
valid.

Additional calculations of surface impedances for the
highest source (yg=0.3 m) are presented in Fig. 3 at higher
frequencies: 800 and 1500 Hz. At these frequencies, the
source zone is smaller, and again, analytical and numerical
results converge rapidly to the same approximate value: the
grazing incidence impedance as defined in Eq. (13). It is
independent of the nature of the incident wave, and can be
introduced as a constant impedance value in a traditional
single-domain BEM model, in the same way as impedance
with local reaction. The surface impedance with local reac-
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FIG. 4. Geometry of the simulated propagation case.

tion approximation is also plotted in Fig. 3. It is equivalent to
the analytical extended reaction impedance calculated at nor-
mal incidence (x=0)

Z,0=Z, coth(- ik,e). (15)

It can be seen that the grazing approximate value for surface
impedance is a more relevant approximation for extended
reaction surfaces, and that the error made on the surface
impedance evaluation by considering a local reaction can be
important, especially at low frequencies.

B. Effect of the approximation with grazing
impedance on the prediction of sound propagation

The grazing surface impedance was introduced in the
BEM code, and the effect on sound propagation predictions
was investigated. In the first validation case the traditional
single-domain BEM with grazing impedance was compared
with the two-domain approach, and with analytical and ex-
perimental results published in Carpinello er al., 2004. A
sound source is located at xg=0 m and yg=0.6 m above a flat
interface between air and a porous asphalt layer. Two receiv-
ers are located at xz=4 m distance (Fig. 4). The first receiver
R is 0.6 m high, the second one R, is 0.006 m high, stand-
ing for a reference microphone laying on the surface. The
porous asphalt is characterized by a flow resistivity R
=5000 Nms™, a porosity 1=0.20, a tortuosity K=4.3, and
a layer thickness e=0.04 m. The analytical predictions were
three dimensional, using sound ray and image source theory.
An extended reaction was also considered at the interface,
and the spherical reflection coefficient of the pavement was
introduced. The characteristic impedance and wave number

15 T

of the porous asphalt were described with the same phenom-
enological model as in BEM approach. The experimental
results were obtained using an impulse technique. All results
are expressed in terms of level differences between the two
receiver positions: AL=L(R)—L(R,). The BEM results are
compared in Fig. 5 with analytical predictions and experi-
mental results. A perfect agreement can be observed on the
whole frequency range [100 Hz—4 kHz] between two-
domain BEM predictions and single-domain BEM predic-
tions with grazing incidence. Both correlate fairly well with
analytical and experimental results. A small difference be-
tween BEM models and analytical model appears at the first
interference gap that can be explained by a lack of accuracy
for very low sound pressure levels, or a different frequency
sampling in the two models. All predictions show a very
good agreement with experimental results.

It is remarkable that two-dimensional BEM predictions
and three-dimensional analytical predictions and experiments
are in a good agreement when comparisons are made in
terms of sound pressure level differences. However, when
comparing absolute sound pressure levels, the difference of
geometrical spreading (spherical for a point source in three
dimensions and cylindrical for a line source in two dimen-
sions) must be taken into account.

In the second simulated case, the comparison is made
with another BEM approach in (Sarradj, 2003). Sarradj com-
pared the sound pressure level of a single-domain BEM with
a local reaction model and the two-domain approach, for a
propagation case above a porous absorber strip embedded in
a rigid baffle. The line source is on the median plane of a
10-m-wide baffle, at different heights above it. The receiver
is located at 7.5 m distance, 1.2 m above the rigid baffle
(Fig. 6). The porous road surface is characterized by a flow
resistivity R¢=8000 N m s™, a porosity 1=0.24, and a tor-
tuosity K=5, and the layer thickness is e=0.03 m. The au-
thor compared a two-domain BEM similar to the one de-
scribed above and a traditional single-domain BEM, using
local reaction surface impedance, i.e., Z,q as defined in Eq.
(15). The same calculations have been repeated for two

2-domain BEM
...% .. trad. BEM (Zap)

| Analytical
measurements

Sound pressure level difference (dB)

-20 .

FIG. 5. Sound level difference (Lgz—L,) above a po-
rous pavement predicted by two-domain BEM, single-
domain BEM with grazing impedance, and compared
with analytical and experimental results in (Carpinello
et al., 2004).

100 1000
Frequency (Hz)

J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

Anfosso-Lédée, Dangla, and Bérengier: Computing of propagation... 735



us layer
Reflecting medium

FIG. 6. Description of the modeled propagation case (identical to Sarradj,
2003).

source heights, y¢=0.05 m and y¢=0.2 m. In the two-domain
approach, the lateral limits of the porous layer, at the junc-
tion between the porous medium and the rigid baffle, must be
considered and discretized. In the single-domain approach,
this junction is only modeled as a surface impedance jump.
The calculations were also compared with the single-domain
approach using the approximate surface impedance Z,, de-
rived in Eq. (13). The results are presented in Fig. 7 in terms
of sound pressure level difference between two-domain and
traditional single-domain BEM. The curves for the cases
considering surface impedance Z,, (local reaction assump-
tion), are very similar to the one in Sarradj, 2003, Fig. 9: the
difference between the two BEM approaches is negligible at
low frequencies but is important at higher frequencies when
sound absorption in the porous medium is significant. As
observed in Sarradj, 2003, the difference is more important
for a higher source position, i.e., for larger grazing incidence.
However, it is remarkable in Fig. 7, that the use of the ap-
proximate impedance Z,;, in the traditional BEM approach is
a much more correct approximation than using the normal
incidence one Z,,: the difference with the two-domain BEM
is drastically reduced on the whole frequency range. This
approximate impedance Z,;, is thus an efficient parameter to
be introduced in the BEM model for the surface impedance
effect of porous interfaces, requiring much less computation
capacities than the two-domain approach.

IV. CONCLUSIONS

Sound propagation above a porous road surface can be
modeled accurately by a two-domain BEM, based on the

12 T
o 2y =0.2m
10} Zap;ys=0.05m -
—6—Z,¥,=0.2m
8t — Zno;ys=0.05m B

Sound pressure level difference (dB)
N

1000
Frequency (Hz)

FIG. 7. (Color online) Sound level difference between two-domain BEM
and traditional single-domain BEM simulations using approximate imped-
ance Z,, or normal incidence impedance Z,; two source heights (H,=0.2
and 0.05 m).
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resolution of two coupled integral equations describing
sound propagation, respectively, in air and inside porous me-
dium. But an alternative to this time consuming resolution
scheme was proposed by using an approximate surface im-
pedance, constant along the interface, that can be introduced
in a traditional single-domain BEM. This approximate value
is the grazing incidence impedance, and it was shown that it
is consistent with the exact surface impedance calculated
from the two-domain BEM results. The use of this approxi-
mate surface impedance provides a smart way to introduce
extended reaction-type of surface impedances in a classical
BEM, without additional numerical cost, but with a better
accuracy than assuming a local reaction. Thus porous inter-
faces can be introduced in a more general acoustic problem,
with mixed impedance properties, for instance, to predict the
effect of porous surfaces on tire horn effect reduction, or
when used in conjunction with noise barriers.
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Passive acoustic techniques have been used to measure shingle (gravel) sediment transport in very
shallow water, near the wave breaking zone on a beach. The experiments were conducted at 1:1
scale in the Large Wave Flume, GroBe Wellen Kanal (GWK) at Hannover, Germany. The frequency
spectrum induced by shingle mobilized under breaking waves can be distinguished from other
ambient noise, and is found to be independent of water depth and wave conditions. The inverse
relationship between centroid frequency and representative grain size is shown to remain valid in
shallow water wave conditions. Individual phases of onshore and offshore transport can be
identified. Analysis of the acoustic frequency spectrum provides insight into the mechanics of

phase-resolved shingle transport.

© 2007 Acoustical Society of America. [DOI: 10.1121/1.2747196]

PACS number(s): 43.28. We [KGF]

I. INTRODUCTION

One of the most important reasons for monitoring
beaches is to determine how much beach volume is needed
either to prevent coastal flooding (by waves overtopping a
beach or structure) or to prevent scour and subsequent failure
of the foundations of seawalls. Shingle (gravel) is a particu-
larly good sea defense, since the wave energy is dissipated in
moving sediment and by infiltration into the porous beach, as
illustrated by Andrews,l who documented a storm event at
Seaton, South Devon, UK, where seawalls along the de-
fended section of beach were undermined, while an adjacent
stretch of natural shingle beach withstood the storm with
very little damage. The vast majority of near-shore beach
research, however, has been concerned with sandy beaches,
although environmental conditions on shingle beaches are
very different; shingle beaches being typically steep
(~1:8), with significant three-dimensional flow through the
beach due to the high permeability of the sediment. Wave
breaking is confined to an energetic, narrow band of plung-
ing breakers, close to the shore.

A recent review of 14 transport equations potentially
suitable for coarse-grained beaches found that nearly all
over-predicted the transport rate with factors varying up to
five times the measured? due, in most cases, to the lack of
grain size-dependent parameters. The review included for-
mulas based on energetics3 and force-balance” principles, as
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well as a range of equations derived by dimensional analysis
(e.g., the Delft longshore equation for random waves’). The
difficulty with the energy flux methods (which relate the
transport rate to the wave power) is that the required coeffi-
cient, K, for shingle beaches is not only different from that
used for sand beaches, but also shows considerable variabil-
ity. This may be due, in part, to the paucity of shingle field
experiments, as well as a lack of measured high energy
events over which to calibrate the CERC-type formulas, but
also suggests that the K value encompasses other site-
specific features such as tidal currents. Damgard and
Soulsby’s™ formulation was specifically derived for shingle
sediment and related the sediment transport to the bed shear
stresses, adapted for combined waves and currents, but the
results over-predicted by a factor of 12, indicating that one or
more of the parameters in this complex equation is not prop-
erly represented.

Cross shore, the emphasis is to predict the profile re-
sponse to wave forcing, since the behavior is very different
than that of sand beaches.’ Many attempts have been made to
integrate cross and longshore transport mechanisms, over a
variety of time scales’ ! but, as yet, no consensus has devel-
oped on a reliable and robust method for predicting the evo-
Iution of a gravel beach. Yet obtaining reliable estimates of
sediment transport on shingle and mixed sand/shingle
beaches is of particular engineering importance, particularly
in the United Kingdom where over one-third of the coastline
comprises shingle beaches and where beach management
plans increasingly involve replenishment with shingle or
mixed sediments.
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Techniques for field measurement of shingle transport
have not kept pace with those for sand, and technological
improvements such as optical backscatter sensors or acoustic
backscatter sensors have no real equivalent for shingle sized
sediment. A potential development is the use of an acoustic
doppler current Profiler to measure gravel bedload in
rivers,'” but very few instruments can withstand the harsh
environment of fast, reversing flows, plunging breakers, and
highly mobile shingle. The result is a notable lack of sedi-
ment transport measurements on shingle beaches, and those
that do exist are mostly at the resolution of a tidal cycle.
Indeed, long-term impoundment against a jetty is still con-
sidered one of the most reliable methods of estimating a
sediment transport rate.” Alternative techniques such as
painted, aluminum, or even, latterly, electronic pebble
tracers'> have serious drawbacks, notably, representation, be-
ing labor-intensive and providing only an estimate of the
depth of disturbance on a gravel beach.'

In summary, both the modeling and the measurements
(field and laboratory) on shingle beaches remain primitive in
comparison to sandy beaches. Given the current difficulty of
obtaining reliable sediment transport rates on shingle
beaches, it was decided to revive the principle of using un-
derwater sound to infer sediment transport and to investigate
its application to shingle movement in the surf zone.

Experiments were carried out in conjunction with the
Gravel and Mixed Beach Project at the GroB3e Wellen Kanal
(GWK), Coastal Research Centre, Hannover, Germany, in
2002. The research was conducted at 1:1 scale, thereby
avoiding the main drawbacks of both field experiments
(longshore or tidal currents, unpredictable wave climate,
longshore sediment transport) and scaled laboratory experi-
ments, since shingle sized sediment cannot be scaled prop-
erly for both sediment size and hydraulic conductivity. Fur-
ther details about experimental aims of the Gravel and Mixed
Beach Project are given in Blanco et al.."” In Sec. II of this
paper, the application of measurement of shingle-generated
noise in the marine environment is reviewed. Section III de-
scribes the experimental setup and potential limitations of
the equipment used. Results are given in Sec. IV, with dis-
cussion and concluding remarks in Secs. V and VI, respec-
tively.

Il. PREVIOUS WORK

Sediment particles colliding with each other undergo a
very rapid change in velocity resulting in a pulse of acoustic
energy, which is transmitted into the water—the process
known as rigid body radiation. In the marine environment,
the appropriate acoustic generating mechanisms are bedload
(rolling or sliding particles with persistent intergranular forc-
ing) and saltation (intermittent intergranular forcing), where
sediment particles are partially entrained by oscillatory or
mean currents, or by wave breaking processes, but are too
large to remain in suspension for half a wave cycle. The
acoustic energy spectrum induced by mobile sediment can be
used to infer information about the sediment in transport,
such as the particle size and quantity of sediment in motion.
The technique of identifying sediment size from the acoustic
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spectrum is limited to sediments larger than sand (Dsg
>2 mm) since for smaller sediments the signal to noise ratio
is too low, whilst for particles larger than 100 mm the spec-
trum is less easily distinguished from other ambient noise.

In a series of papers in the 1980s, Thorne calculated the
theoretical acoustic resonance frequency spectrum of sedi-
ment particles and compared it with laboratory measure-
ments of the acoustic spectrum generated by unimodal bal-
lotini rotating in a drum. He confirmed that the centroid
frequency of the noise was inversely proportional to the
mean grain diameter, D5, of the sediment and that the shape
of the spectrum was not influenced by the mass of sediment
in motion.'® Thorne'” extended the range of sediment sizes to
include marine gravels up to 25 mm and found that, although
the spectral peak was less well-defined than with ballotini
(probably due to the spread of particle sizes and their non-
sphericity), sediment size remained the controlling parameter
for the shape of the spectrum and that the equivalent particle
diameter, D, was related to the centroid frequency of the
spectrum, f., by

209
Sfe= DO88” (1)

The centroid frequency was calculated by taking the fre-
quency range over which significant spectral pressure levels
were obtained and computing the centroid of the integral,
defined as

fe 12
J P(fydf= | P(Hdf, (2)
fl fc

where P(f) is the spectral pressure level (SPL); the signifi-
cant region is given by P(f)>0.1P(f),,, where Pf,, is the
maximum SPL of the spectrum, f; and f, the frequencies
where P(f) >0.1P(f),,, and f, is the centroid frequency. Ear-
lier work with marine gravels related the particle size diam-
eter to the peak frequency of the spectrum.18

Thorne'” also reported a linear relationship between
acoustic intensity and the mass of sediment in transport; this
was later validated by field experiments in 15 m water depth
in the western Solent'” ' where the transport rates predicted
by the hydrophone were compared to visual estimates from
an underwater camera.

The measured ambient noise field near the surf zone
contains acoustic energy from a number of sources, of which
the two largest might be expected to be the noise of coarse-
grained sediments in transport and the hydrodynamic noise,
which is generated by many sources including bubble oscil-
lations, air entrainment, and turbulence.”*? Richards et al.**
suggested that wave-induced shingle noise was the principal
source of acoustic energy near coarse-grained coasts and
later, in one of the few shallow water acoustic field experi-
ments near a gravel beach, Jones and Richards® set out to
quantify the relative contributions of mobile shingle-induced
noise and bubble (surf) noise. An array of four hydrophones
was located outside the surf zone on a steep, gravel beach in
about 5 m water depth. They expected bubble resonance to
be the dominant source of acoustic energy but instead found
that the acoustic spectrum could be attributed to individual
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FIG. 1. (Color online) Schematic of
GWK flume showing location of in-
strumentation.
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bursts of sediment transport, interspersed with quiescent
phases. Jones and Richards attributed the relative lack of
hydrodynamic noise to strong absorption and scattering by
the individual bubbles and bubble plumes. Acoustic absorp-
tion by high concentration of bubbles has been estimated at
50 dB m~! by Deane,”® based on measurements of spilling
breakers. Although no detailed field measurements have been
made for plunging breakers, it is likely that absorption and
scattering is even higher, since plunging is concentrated over
a narrow width of surf, additional air is entrapped by the
leading edge, and the water is disturbed through the whole
water column right to bed level. Other potential sources of
noise are discussed in Sec. III.

lll. EXPERIMENTAL SETUP

The GWK flume is 342 m long, 7 m deep, and 5 m
wide with a permanent, impermeable slope of 1:6 at the
“beach” end. The wave paddle can generate random waves
of up to 2 m height. 25 capacitance wave gauges were placed
along the side of the flume to measure the water surface
elevation (Fig. 1). There is also a mobile instrument carriage
and gantry which can be placed anywhere along the flume
(Fig. 2).

The hydrophone used in the experiments was an omni-
directional Briiel & Kjar Type 8105, which had been cali-
brated by the manufacturer shortly before deployment in the
GWK. The 8105 is a small, spherical instrument, with a pi-
ezoelectric ceramic sensor, bonded on to sound-transparent

FIG. 2. (Color online) GWK viewed from beach end, showing mobile gan-
try with instruments submerged (the roller was used to profile the beach in
between wave tests).
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polychloroprene rubber. Hence, it was sufficiently rugged to
withstand the hostile environment of breaking waves and
mobile shingle. The dynamic range of the 8105 (respectively,
250 Hz) is 50 to 15000 Hz, +3.5 to —10.0 dB. Receiving
voltage sensitivity was —206.3 dB (+0.25 dB) reference to
1 V/uPa. It is omnidirectional over 360° across its full fre-
quency range and its frequency response is flat across the
range of frequencies of interest to this research
(0.5-12 kHz). The hydrophone was connected via a 10 m
shielded cable to a conditioning amplifier Type 2650. Trans-
ducer sensitivity was set to 4840, as per the calibration, and
the transducer range to 0.1 V/unit. A hardware band pass
filter was applied to the input signal, to remove frequencies
lower than 0.3 kHz and higher than 30 kHz. The signal out-
put from the conditioning amplifier was digitized at 48 kHz
and recorded onto high quality tape by a Sony digital video
recorder type TRV-30E. The hydrophone was mounted on
the mobile gantry, equidistant from the sides of the flume and
at a height of 0.4 m above the bed as shown in Fig. 3.

The hydrophone was held in place using a fixed mount-
ing, clamped 0.05 m above the sensing element. Also
mounted on the mobile gantry was a vertical array of acous-
tic Doppler velocimeters (ADV) to measure wave-induced
currents at 0.3, 0.5, and 0.7 m above the bed, and a capaci-
tance wave gauge. These were logged simultaneously at

j,‘»/‘r

FIG. 3. (Color online) Hydrophone and ADVs mounted on mobile gantry
(the hydrophone is fixed in the third block from the bottom).
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60 Hz. An early aim had been to deploy an underwater video
camera for simultaneous recordings of the acoustic signal
and a visual record of sediment in transport in order to con-
firm transport directions and, possibly, transport rates, but the
underwater visibility in the flume was too poor even for a
low-light camera.

Potential limitations of the method are the operating ca-
pabilities of the measuring equipment itself and contamina-
tion of the acoustic signal by unwanted ambient noise. The
principal aim of the experiments was to measure shingle put
into motion by shoaling and/or breaking waves. The gener-
ally steep nature of shingle beaches results in a narrow surf/
swash zone, with a single line of energetic, plunging break-
ers and therefore most sediment transport is within or just
seawards of this surf zone. This is in direct contrast to waves
on a flatter, sandy beach where energy is generally dissipated
over a wide surf zone with several lines of spilling breakers.
Furthermore, since the beach is steeply shelving, it is pos-
sible for the hydrophone to be out of the water for brief
periods. Accordingly, the mounting arrangement for the hy-
drophone was a compromise between security and ideal free-
stream conditions.

The operating frequency of the ADVs was 10 MHz and
therefore well outside the receiving range of the hydrophone.
Potential sources of acoustic contamination include machin-
ery noise from the wave paddle and hydrodynamic noise.
The hydrophone recordings for every test started at least 30 s
before the paddle started moving, in order to examine the
acoustic signature of the paddle and to measure ambient
noise levels within the flume. The small diameter (0.022 m),
sphericity and rubber encasement, small mounting block, and
siting all serve to reduce flow noise to a minimum. Nonethe-
less, the solid vertical structure of the gantry and the adjacent
ADVs meant that some flow noise was inevitable, both in-
duced by the structure itself and generated elsewhere and
advected past the hydrophone. Deane” demonstrated, how-
ever, that flow noise around a hydrophone is generally re-
stricted to frequencies below 50 Hz, whilst machinery noise
is usually confined to frequencies around or below 500 Hz.
The wave paddle was 340 m from the hydrophone at its
closest. Examination of all acoustic recordings showed that
onset of a discernible acoustic energy record coincided with
wave motion at the hydrophone and with negligible acoustic
intensity before that. Accordingly, both flow and machinery
noise are below both the lowest frequency for which the
acoustics method is applicable (~1 kHz) and are also below
the window between wave noise and sediment noise, which
lies between 500—1500 Hz, so neither source is likely to
contaminate the recorded acoustic signal in the frequency
range of interest.

A distinct advantage of conducting acoustic experiments
in the GWK flume was freedom from contamination by tra-
ditional sources of ambient noise in the open ocean; namely
shipping noise, precipitation, ice, or biological noise. The
final potential contaminant of the acoustic signal is noise
generated by breaking waves, which in the near-shore region
is proportional approximately to the square of the wave
height23 and, for spilling breakers on a sand substrate, is at a
frequency of about 500 Hz, with negligible intensities at fre-
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quencies higher than 1 kHz; indeed field experiments have
found very little acoustic energy from any source between
about 500—1500 Hz in the surf zone.” Consequently, it is
considered that: (i) the acoustic record represents shingle-
sized sediment in transport; (ii) the acoustic signal recorded
by the hydrophone can be regarded as free from contamina-
tion at the frequencies of interest, between 0.5 and 12 kHz;
and (iii) that the noise generated by moving shingle is clearly
distinguishable from other sources of ambient noise.

Two different beach types were used for the experi-
ments: (1)sieved gravel between 16 and 32 mm with a me-
dian diameter, Ds;, of 21 mm and (2) mixed sand and gravel;
a bimodal sediment where the gravel was mixed with about
30% sand of D5y=300 um. Both beach types were placed at
an initial slope of 1:8 (typical of natural shingle beaches),
with a minimum depth of 2 m of sediment, in order that the
pattern of groundwater flow within the beach should be prop-
erly represented. A series of both random (JONSWAP type
spectrazg) and regular waves was run and the beach was pro-
filed between each test.

The wave generation program was run until the desired
number of waves was achieved. Long sequences were used
to ensure that a wide spectrum of wave heights and periods
were generated in each test. The generated waves were vali-
dated using 25 capacitance wave gauges deployed along the
wave channel. The surf zone consisted of a single line of
plunging breakers. The cross-shore position of the instru-
mented mobile gantry was moved after each wave test,
which meant that acoustic recordings could be made during
identical wave conditions, but at varying distances from the
still water line (and, by implication, from the wave breaking
position). The digital video recorder was positioned to obtain
a simultaneous video recording of the waves passing over the
hydrophone so that the exact moment and position of wave
breaking could be obtained. Recordings started before the
wave paddle was switched on and each recording lasted ap-
proximately 5 min. In total, over 9 h of recordings were
made.

Two minute long subsections of the acoustic recordings
were extracted starting 10 s before the first observed wave
motion. Since the incipient motion of the water directly
above the hydrophone was indicated in the video record by
small bubbles moving on the water surface, the acoustic
records were synchronised with the wave and current data
files with a precision of approximately 0.25 s.

IV. RESULTS

The results from two representative shingle beach ex-
periments, one for regular waves and one for random waves,
are presented here.

A. Test one-Regular waves

In this case, regular waves of 6.5 s period and 1.0 m
wave height were generated. The hydrophone was deployed
approximately 2 m seaward of the breaker zone and (10 m
seaward of the still water line), in about 1 m water depth.
Figure 4 shows the initial portion of the recorded ambient
noise spectra associated with the passage of two waves. Data
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are normalized relative to the maximum signal which can be
received by the PC sound card. A frequency integrated noise
threshold was set at 45% of the full scale value, which is the
equivalent of a recognition differential of 1 dB above the
background noise; signals exceeding this threshold were re-
garded as wave-induced shingle noise. For the purpose of
sediment transport research, the time-frequency domain is
more useful and Fig. 5 shows a spectrogram for nine waves,
display-averaged at 0.1 s. The darker shading indicates the
higher intensity signal levels (the pale horizontal lines are the
result of electrical pickup from the cable connecting the hy-
drophone to the video recorder).

The spectra are dominated by discrete events of approxi-
mately 4 s duration, which have relative amplitudes up to
20 dB above the background noise level. Apart from the first
event, these discrete signals occur in pairs but with little or
no intervening time interval. The interval between the start of
consecutive paired events is approximately 6.5 s, i.e.,. corre-
lates very well with the wave period, indicating that the sig-
nals are due either to the hydrodynamic noise associated with
wave breaking, or due to the noise generated by intergranular
shingle collision. The frequency component of the events
(~1.5-12 kHz) is consistent with that of noise resulting
from coarse shingle bedload transportlg’29 rather than the

noise generated by breaking waves, which generally occurs
at frequencies between 100 and 800 Hz.”" The shape and
frequency content of the events is also inconsistent with that
previously described for breaking waves by Bass and Hay.
The sudden increases in relative signal amplitude occur
across almost the full range of frequencies and persist for
between 1 and 4 s, before decaying almost as rapidly as they
appear. They are more or less symmetrical in shape (see Fig.
6) where overlays 1, 2, and 3 are the averaged spectra for the
offshore, onshore, and quiescent segments, respectively, of
one paired event. In contrast, Bass and Hay27 describe
marked asymmetry in the spectral form of breaking wave
noise events. Thus, it would appear from the frequency com-
position and periodicity of these discrete events that they are
attributable to the noise that results from shingle transport
under the waves generated in the channel.

The calculated centroid frequencies (using the inversion
method of Thorne'”) for the discrete events are shown in Fig.
7. There is a gradual coarsening of the mobile grain popula-
tion over the first five to six wave cycles; equivalent grain
diameters are approximately 20 mm for the first four waves,
rising to between 25 and 30 mm and remaining consistent
thereafter. This suggests initial selective mobility in the rela-
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FIG. 6. (Color online) Averaged
acoustic spectra for offshore, onshore,

and quiescent phases of a paired trans-
port event.
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tively low current velocities early in the record as the wave
heights increase toward their target height of 1 m. Thereaf-
ter, all grains are consistently mobile.

The grain diameters identified as being mobile using the
acoustic inversion technique match very closely the grain
sizes of the sediment in the flume, as illustrated in Fig. 8,
which shows the grain size distribution of three separate
samples of the beach sediment, indicating the grain size
range from 10 to 32 mm, with a median diameter (Ds,) of
21 mm.

The acoustically estimated mobile grain diameter range
of 20—29 mm would appear to be an indicator of the grain
size range Dsg— Dy, i.€., of the coarser element of the grains
present at the site. This is as expected, since the collision of
the coarsest grains would dominate the acoustic spectrum
and finer grains could be expected to settle into the inter-
stices between the coarser grains, and hence contribute less
to the acoustic record.

Onshore events initially have a duration of approxi-
mately 2 s, but once the wave train becomes properly estab-
lished (after the first two or three wave cycles) the onshore
duration is approximately 1 s and remains consistent. In con-
trast, offshore events initially have a duration of approxi-
mately 2 s, increasing to approximately 4 s. As a conse-
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FIG. 7. (Color online) Mobile grain diameter derived acoustically for on-
shore (closed square) and offshore (open square) transport events, together
with the duration of each onshore (closed circle) and offshore (open circle)
events, under regular waves.
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quence, a clear asymmetry is seen in the duration of the
onshore and offshore transport events. The switch from a
relatively long offshore transport phase to a shorter onshore
phase occurs almost instantaneously. There is, however, a
consistent interval of approximately 1.5 s between the cessa-
tion of the onshore transport and the commencement of the
offshore transport.

After the first few waves, the intensity levels and fre-
quency content associated with the discrete events vary little
with time, suggesting that the diameters of the mobile grain
population and the transport rate become consistent. This
indicates that all the bed is mobile—there is no selective
mobility, as the threshold velocity for the bed as a whole has
been exceeded.

B. Test two: Random waves

For random wave conditions, a JONSWAP-type spec-
trum with a peak period of 5.2 s and 1.0 m significant wave
height (H,) was used. The results presented here are for the
hydrophone deployed 4 m further offshore than for the regu-
lar wave test, where the water depth was approximately
1.6. m. Figure 9 shows a segment of the spectrogram cover-
ing the start-up phase. In this case, unlike the regular wave
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FIG. 8. (Color online) Grain size distributions of the beach sediment at start
of tests, taken at the beach step, the intersection of the beach and the still
water line and at the beach crest.
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conditions, the spectrogram shows transport events that are
“paired” but irregularly spaced in a temporal sense, particu-
larly after the first few waves when the wave record becomes
truly random in nature. There is also evidence in this record
of an isolated onshore transport event occurring with no
paired offshore transport event.

Some, but not all, onshore events have higher acoustic
intensities, implying greater bedload transport rates. In com-
mon with the regular wave record, there is no cessation of
transport at the end of the offshore transport phase, but a gap
of approximately 1 s again occurs following the onshore
phase. The frequency component, however, shows marked
variability so, employing the acoustic inversion technique,
this implies significant variation in the diameter of the mo-
bile grain population. The variation in the computed mobile
grain diameter and event duration as a function of time can
be seen in Fig. 10, where equivalent grain diameters range
from approximately 18 to 33 mm, which is again within the
grain size range of the shingle deployed in the flume.

V. DISCUSSION

The aim of the acoustic experiments in the GWK was to
determine whether the technique of using acoustic measure-
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FIG. 10. (Color online) Mobile grain diameter derived acoustically for on-
shore (closed square) and offshore (open square) transport events, together
with the duration of each onshore (closed circle) and offshore (open circle)
events, under random waves.
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ments to represent shingle transport was valid in shallow,
oscillatory flow near the surf zone. The results showed that
the periodicity of the acoustic events is identical to that of
incident wave period; hence, the source must be hydrody-
namic noise or mobile shingle-induced noise. The frequency
of the recorded noise is exactly that expected from earlier
experiments17 for the grain diameters used in the experiment.
The method has been validated previously in the field for
shingle under tidal (unidirectional) currents using underwater
cameras,zo’21 and these experiments confirm that the mobile
shingle-induced noise frequency is the same in the surf zone
and thus shingle transport noise is independent of wave con-
ditions or water depth.

Before further deductions can be drawn from the acous-
tic recordings, two important facets of this research must be
established, namely just where the noise recorded by the hy-
drophone is being generated and to assess the footprint of the
hydrophone. Wave noise occupies a different frequency band
to that generated by shingle in transport, being strongest be-
low 1 kHz. Despite all recordings being made within a few
meters of the breaker zone, none showed the presence of
wave noise, in agreement with the findings of Jones and
Richards.” The lack of noise from the breaker zone indicates
the existence of an acoustic barrier landward of the hydro-
phone. This can be attributed both to very high propagation
losses due to strong absorption and scattering by bubbles
within the plunging breaker region,30 but also to the sharply
positive sound speed gradient induced by the lower density
of the highly aerated near surface water. Both factors limit
the detection radius of the hydrophone and suggest that the
bulk of the noise received at the hydrophone will be locally
derived.! Although most transport is likely to occur land-
ward of the breaker zone, significant shingle transport can
take place outside the surf zone, particularly in these ener-
getic and rapidly shoaling wave conditions. The depth at
which sediment mobilization will occur can be calculated
using the maximum oscillatory current, U ., in shallow wa-
ter, and the critical oscillatory current under waves, U, of
0.8 ms™! for sediment D5 of 21 mm,* indicating that sedi-
ment will be mobilized at depths shallower than
3.5 m—each wave progressively mobilizing sediment shore-
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ward, with the result that shingle-induced noise will be gen-
erated consistently across the profile shoreward of the critical
depth. If a fixed-point hydrophone were capturing noise over
a wide area or, indeed, from a transport event far from the
hydrophone, there should be a near-continuous signal, fluc-
tuating with time. This is not the case, however, since the
hydrophone recorded discrete signals of short duration, inter-
spersed with periods of no measurable energy. Further evi-
dence for the local nature of the noise generating area can be
provided by estimating the implied detection radius of an
omnidirectional hydrophone, by calculating the shoreward
propagation of a pulse of shoaling/breaking wave-induced
shingle noise,”” which should equate to the wave phase
speed. Using the shallow water approximations of linear
wave theory, and assuming that sediment threshold is half the
maximum velocity, a wave of 5 s in 1 m water depth will
generate a mobilized patch of sediment of about 4 m, which
will pass the hydrophone in ~1.25 s. This equates closely to
the discrete ~1.5 s transport bursts identified from the
acoustic recordings and lends weight to the localized nature
of the signal being received by the hydrophone. Furthermore,
if the noise were being generated at some distance from the
hydrophone, the peak intensity would be phase-shifted from
the current. For example, the wavelength of a 5.1 s wave in
1 m water depth is approximately 16 m, hence the 6 m hori-
zontal difference between the swash zone and the offshore
hydrophone represents a phase difference of approximately
1.9 s. No such phase lag is observed; the synchronized
acoustic/ADV records confirm that, at both hydrophone lo-
cations, the peak signal is in phase with the maximum cur-
rent velocity. These lines of evidence, taken together, indi-
cate strongly that the signal recorded by the hydrophone
results from shingle being transported beneath or very close
to the hydrophone, although future experiments will be re-
quired using an array of hydrophones to confirm the contrib-
uting area to the acoustic spectrum.

The synchronization of the acoustic and ADV records
make it possible to identify where in the current record trans-
port commenced and finished, with a temporal resolution, of
0.25 s or less, as shown for the regular wave test (Fig. 11),
which shows the velocity time series with filled patches su-
perimposed representing the duration of onshore and off-
shore transport bursts as derived from the acoustic record.

The synchronization also makes it possible to identify
the threshold velocity associated with each acoustic event. In
the regular wave test, a pattern develops after the first few
waves where in the onshore direction the shingle starts to
move with near zero current, i.e., it is mobilized, and almost
immediately the current reverses from offshore to onshore;
there is virtually continuous mobility of shingle at this point
in the wave cycle. In an offshore direction, the threshold
velocity remains consistent at approximately 0.2 ms~'. At
the completion of the offshore transport phase, the sediment
is subject to rapid acceleration and is immediately mobilized
in the onshore direction. In contrast, there is a time gap fol-
lowing cessation of onshore transport; here it is hypothesized
that the sediment settles back into position until it is eventu-
ally mobilized when velocities exceed 0.2 m s™! by the less
rapidly accelerating offshore current. A similar pattern of
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FIG. 11. (Color online) Current velocities measured by near-bed ADV, with
superimposed periods of onshore and offshore shingle transport under regu-
lar waves (duration of transport is derived from the acoustic records).

threshold velocities is observed in the random wave record.
Offshore events have threshold velocities ranging from
0.1 to 0.5 ms™'. In one instance an offshore current that
peaks at 0.21 m s~! has no associated signal, indicating that
it fails to mobilize the bed sediment. This demonstrates
clearly the potential of the acoustic technique to establish
threshold velocities for individual onshore or offshore events
within a wave cycle.

These results so far serve to extend the realm of validity
of the technique of using the acoustic signal as an indicator
of shingle transport into shallow water, including a highly
energetic surf/surf zone, where it is very difficult to measure
in any other way. But the most fundamental leap forward
provided by these experiments is the light shed on thresholds
of sediment motion and in establishing different phases of
transport within a single wave. The acoustic method allows,
for the first time, very precise identification of the threshold
current velocity required to mobilize shingle within indi-
vidual phases of a wave cycle. Values of the Shields param-
eter were derived, but early analysis of the results indicates
that the Shields curve (modified for coastal environments33)
over-predicts the threshold velocities. Ongoing work is ex-
amining the possibility that spikes in the acceleration time
series may be more informative in triggering transport events
than either the measured velocity or the Shields parameter.

The acoustic signal also has the potential to identify
sediment sorting processes, since the spectrum can resolve
transport with very high time resolution. Analysis so far has
indicated that the composition of the acoustic signal is
slightly different for onshore and offshore phases—the cen-
troid frequency is similar, but the duration is different, as is
the short phase of progressive mobility of larger grains
which is most usually present on offshore events only. This
suggests that sediment sorting processes are confined to only
a very small part of the wave phase, and that for the majority
of the wave cycle, the concept of equimobility applies. This
has important implications for phase-resolved shingle trans-
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port models which model different sediment size fractions
individually and then recombine to predict a wave-by-wave
sediment transport rate. Nevertheless, some sediment sorting
was found to occur during the shingle beach tests, and there-
fore the facility to validate the proportion of the wave when
different fractions are mobile will be of use for mixed sedi-
ment modeling.

The present work has focused on establishing the poten-
tial for using acoustics as an indicator of shingle transport in
the surf zone, based primarily on the frequency spectrum.
Since the intensity of the recordings is relative rather than
absolute, no attempt has been made to establish a sediment
transport rate (a bulk rate and onshore/offshore rates); neither
was there independent validation from another method of
measuring sediment transport, other than at the coarse reso-
lution of measuring the beach profile after each wave test.
Proposals have been provisionally accepted for further ex-
perimental work in a large wave facility to confirm and ex-
tend these findings, using directional arrays with a narrowly
defined footprint to quantify the noise contributing area, to-
gether with an integrated underwater camera to record the
timing, location, and direction of sediment transport. Sedi-
ment transport rates will also be derived by estimating the
transport in each graticule of a grid superimposed on the
underwater video image and integrated through time, as con-
ducted by Thorne® but integrated over short time periods
appropriate for oscillatory flow in shallow water.

VI. CONCLUDING REMARKS

Previous laboratory experiments investigating shingle
transport have been hampered by the physical impossibility
of simultaneously scaling properly for hydrodynamic behav-
ior and hydraulic conductivity. The 1:1 experiments con-
ducted in the GWK provide confidence in the realistic be-
havior of shingle in transport under wave action within
carefully measured and typical field conditions. The acoustic
frequency and spectral shape of shingle in transport in the
surf zone has been found to be the same as in deep water and
is, therefore, proven to be independent of wave conditions
and water depth. It has been demonstrated from the duration
of the signal, its frequency content, and spectral shape, that it
is possible to use passive acoustics to monitor sediment
movement on shingle beaches under a range of wave condi-
tions. Furthermore, the technique can be applied reliably in
the high-noise environment of the surf zone, even very close
to wave breaking.

The acoustics method has been shown to have the capa-
bility to embrace very rapid changes in sediment mobility
and, therefore, can be utilized in bidirectional as well as uni-
directional flows. Indeed, it can offer insight into the me-
chanics of phase-resolved shingle transport which is unob-
tainable from any other method at present. The extremely
good match between the acoustic signal and the hydrody-
namics means that the acoustic analysis can be used as a
representative in situ measurement of sediment transport in
what can be a very harsh and hazardous environment. Poten-
tial extensions to the analysis include establishing the thresh-
old of motion, both for given sediment sizes and for the
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condition of equimobility, and to compare the threshold or-
bital velocities obtained from the acoustic measurements
with the few theoretical equations which extend to shingle-
sized sediment, e.g., Soulsby33 and Komar and Miller.** Tt is
also anticipated that the acoustic recordings may be used to
provide an estimate of transport rates for individual onshore
and offshore events.
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presence of internal waves. The theory of horizontal rays and vertical modes is used to establish the
azimutal and frequency behavior of the sound intensity fluctuations, specifically for shallow water
broadband acoustic signals propagating through internal waves. This theory is then used to examine
the frequency dependent, anisotropic acoustic field measured during the SWARM’95 experiment.
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I. INTRODUCTION

The study of broadband acoustic wave propagation in
shallow water in the presence of inhomogeneities has at-
tracted increasing attention in recent years, with one of the
more important sub-topics being the study of the intensity
fluctuations of the acoustic field due to nonlinear internal
waves.'® In particular, the frequency dependence of the vari-
ability of sound propagation in shallow water is of interest
and is closely related to the spatial and temporal variability
of physical oceanographic entities such as internal waves.
We have recently presented studies® showing the frequency
dependence of the refraction of horizontal rays, that corre-
spond to specific acoustic normal modes, using the
Weinberg-Burridge formalism.”  In  our previous
theoretical® ! and experimental2 papers, we showed that for
an acoustic track placed approximately parallel to the wave
fronts of internal solitary waves (ISWs), significant horizon-
tal refraction takes place, leading to rather remarkable inten-
sity fluctuations due to the “focusing and defocusing” of the
horizontal rays (HRs) during the passage of the internal wave
solitons.

In the present paper, we consider this frequency depen-
dence in more detail, both theoretically and using further
experimental data from the SWARM’95 experiment.3 In par-
ticular, we consider the frequency dependence of the fluctua-
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tions of the modal intensity as a function of geotime. It was
noted® that the shape of the amplitude dependence on fre-
quency for different modes repeats the shape of the fre-
quency dependence of the refraction index in the horizontal
plane for a given mode number. Because this behavior is
intuitively clear, our previous paper did not present a formal
explanation of this phenomenon. In this paper we give an
explanation in ray language, and point explicitly to the areas
in the horizontal plane where we can observe such behavior.
Additionally, we compare theory with experimental results
obtained in the SWARM’95 experiment for different posi-
tions of the sources, frequency bands, and time periods.

We start by considering the properties of sound radiated
by a point source in the horizontal plane, using the
Weinberg-Burridge “horizontal rays and vertical modes”
formalism.® To do this, we construct a diagram (Fig. 1),
where, in the horizontal (XY) plane, the wave fronts of the
internal solitary waves (ISWs) are placed parallel to the X
axis, so that the ISW train propagates along the Y axis. We
place the acoustic source at the origin. We will be interested
in the dependence of the propagation on the horizontal angle
x between the X axis and the direction of the acoustic track.
We then divide the horizontal plane into four quadrants. Be-
cause we are only interested in forward scattering, and due to
the left-right symmetry of the forward scattering, we need
consider only the first quadrant as shown in Fig. 1. The sec-
tors that we divide the first quadrant into are denoted by
different radial lines, defining an angular region between the
direction of the internal wave front and a given acoustic
track. They are also marked by different acronyms. We now
explain the meaning of these sectors and their acronyms.
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FIG. 1. Schematic diagram showing the regions of acoustic phenomenon
occurring in relation to the propagation track relative to the propagation
front of the internal waves.

The large sector denoted by MC is the angular region
where mode coupling is expected to play a dominant role as
a mechanism of sound fluctuations. In this region, the sound
signals cross numerous different crests of the ISW train. A
simple estimate of the amount of mode coupling one sees in
this sector is determined by ratio of the mode cycle distance
L (which is roughly the ray cycle distance, plus a small cor-
rection for beam displacement) to the quasi-period A of the
ISW, taking into account the changing projection of this
length with horizontal angle. We note that if L sin y/A <1,
there is no appreciable mode coupling, whereas if
L sin y/ A =1, we will have substantial coupling. For typical
conditions, L=1 km and A ~600-700 m, so for angles y
<45° we can suppose that mode coupling is small.

The large sector denoted by AD refers to the region
where the propagation is mainly adiabatic. In this region,
little mode coupling or horizontal refraction takes place.

The third sector we identify is where the effects of hori-
zontal refraction are significant. This sector is divided into
two subsectors. They are referred to as the HF (horizontal
focusing) region, where the focusing of the horizontal
(modal) rays can occur,'’ and the HR (horizontal refraction)
sector outside of this region, where horizontal refraction still
occurs (and is comparatively small) but focusing does not.

It will be shown that in the aforementioned sectors,
sound fluctuations have different behavior. For example, in
sector AD, the intensity fluctuations, which are caused by the
vertical broadening and narrowing of the effective channel
by perturbations of the thermocline level, are of the order of
1.5-2 dB. Value of fluctuations in sectors HR and HF are
substantially different, as will be discussed later.

In order to clarify the above in terms of horizontal ray-
vertical mode theory, we next examine the behavior of rays
in the HF and HR sectors in Fig. 2. The XY plane is shown
again with the internal wave crests propagating in the Y di-
rection. Two regions are identified. A focusing ray is shown
in the HF region. In the HR region, three ray rubes are shown
having variable ray tube cross sections A. For a homoge-
neous environment, the rays are the same at all the angles (as
shown by the solid line, R1). If we consider a ray tube with
cross section A when an acoustic source is at the peak of an
internal wave (corresponding to the maximum displacement
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FIG. 2. Schematic diagram showing the behavior of the horizontal ray tubes
for sectors HR for different positions of the IW. Positions of ISW, as well as
horizontal rays corresponding to “focusing” and “defocusing” situations, are
shown by solid lines in (a) and (b) panels. Dotted lines denote crests of
internal waves; dashed lines denote horizontal rays in the absence of IW.

of the water layer toward the bottom), we have defocusing,
whereas when an acoustic source is in a trough, we have
focusing. These two situations can be described in terms of
horizontal rays and their ratio can be estimated. The differ-
ence between focusing and defocusing is clearly seen in the
fluctuations in the data. This was also repeated in our earlier
pap or 1011

In this paper, a more detailed examination of the ray
approximation for horizontal refraction will be presented. In
addition, we will perform this analysis with an emphasis on
frequency dependence. In our previous paper, we showed
fluctuations of the acoustic intensity for a source having a
frequency bandwidth of 30 to 160 Hz. Here we will show a
wider frequency range, using additional data from an LFM
signal that ranged from 50 to 200 Hz.

This paper is organized as follows. In Sec. II the theory
of frequency dependent intensity fluctuations due to shallow
water internal waves is presented. Then a model is presented
for a shallow water channel containing internal waves with
characteristics that generally correspond to the SWARM ex-
periment wave field." Next, the experimental data from
SWARM’95 are described in detail (Sec. III) for the period
of time where the frequency dependence is observed. This is
followed by the analysis of these data. Finally, a summary
and conclusion section is provided with recommendations
for future work.

Il. THEORY OF FLUCTUATIONS AND FREQUENCY
DEPENDENCE

In establishing the theoretical model of sound propaga-
tion in shallow water that is used here, we follow the theory
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developed by Ref. 10. We first consider the sound radiated
by a point source in the presence of internal solitons in the
horizontal plane, using the Weinberg-Burridge horizontal
rays/vertical modes approach. We define that the wave fronts
of the ISW train are directed along the X axis (Fig. 2). The
ISWs are best described by their surfaces of constant density
as a function of both spatial coordinates and time. In one
popular approximation, the density surface value can be rep-
resented as a product of the first gravitational mode of the
ISW and an envelope function:

{(r.z,T) = P(2){(r.T), (1)

where ®(z) is the first gravitational mode, normalized by
max[®(z)]=1, and {,(r,T) is the envelope of the internal
waves (the displacement of the isodensity surface at the
depth where ® has a maximum). We will denote the time
describing the motion of the solitons as “slow time” and use
a capital T for it, in contrast to the “fast time” describing the
sound pulse arrival, denoted by ¢. Horizontal position is de-
noted by r=(x,y). The solitons provide a sound speed profile
perturbation free given by

¢ = Qcy(2)NH2)¢(r.z,T), 2)

where ¢((z) is the unperturbed sound speed profile, N(z) is
the buoyancy frequency, and the coefficient Q is a tempera-
ture dependent quantity having the value 2.4 m/s at 10 °C
and 1.1 for 21 °C.

Our analysis will assume the sound field to be due to a
broadband source with spectrum S(w), placed at the point
(r,z,) in the shallow water waveguide. Using the acoustic
vertical modes, one obtains for the pressure field

P(r,z,t) = 2f S(w)z Pl(r’rs)wl(r’z)g_iwt dw, (3)
0 !

where the iy are the eigenfunctions (modes) and ¢; and vy,/2
are the real and imaginary parts of the eigenvalues §=g¢;
+i(7y,/2) obtained by solving the Sturm-Liouville problem

PulraT) | { o
dz* [co(z) + 8c(r,z, )T

- flz(r,T)}lﬂl(",Z,T) =0
(4)

subject to the usual boundary conditions

leo=0,  Uiloep-= Wi
ldy | _ 1d¢
pdz | g prdz| g

In the above, r,=(0,0) gives the coordinates of the source,
p,p; are the densities of the water and bottom, respectively,
and the P; are the mode amplitude coefficients, which are
critical to determining horizontal refraction or mode cou-
pling (or both of these phenomena).

Let us examine the P, more closely, neglecting attenua-
tion for the moment. The P; can be found via various differ-
ent approximations. For instance, they are determined by the
horizontal rays in the theory of vertical modes and horizontal
rays, or in another variant satisfy the PE equation in the
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FIG. 3. Frequency dependent index of refraction for horizontal rays at maxi-
mum ISW amplitude (~10 m) calculated for the first four lowest acoustic
modes.

theory of vertical modes and PE in the horizontal plane. In a
regular waveguide, at a distance far from the source (far
field) P(F,7)=iV,,(r,,z,) exp i€ |F=r|)/\
where superscript 0 denotes values concerned with unper-
turbed waveguide (without ISW). In the theory of vertical
modes and horizontal rays, we take P,(r,7,) to be of the
useful form

PI(F, Fs) = Al(r)eial('). (5)

[If we have several horizontal rays corresponding to one
mode coming to one receiver point, we should write a second
subindex to denote a sum over horizontal rays in (5), see Ref.
10.]

For A,(r) and 6,(r), we get the standard eikonal and
transport equations of ray theory:

(V,0)° = (9 )2[1 + ()],

2V,AN,0,+AN?6,=0. (6)

For the correction to the effective refraction index, u;, we
can employ an expression from perturbation theory, used in
Ref. 10.

My == Vlgs(r’ T)7 (7)
20K
Q())zj [ () PN 2)D(2) dz. (8)

In our statement of the problem, the index of refraction for
horizontal rays depends only on y. This y dependence repeats
in a regular fashion, as we can see from Eq. (7), via its
dependence on the envelope of the ISW train. It is also seen
that the coefficient v; (and in turn the refractive index for the
horizontal rays) corresponding to the /th mode depends on
frequency. The details of this frequency dependence were
analyzed in Ref. 10, and, as an example, we show the fre-
quency dependence of the horizontal refraction index (HRI)
for some modes and for conditions corresponding to the
SWARM’95 experiment (see Fig. 3). As a result of the index
of refraction frequency dependence, we will also observe
frequency dependence of the sound intensity, and in particu-
lar a frequency dependence of sound intensity fluctuations.
For the SWARM’95 experiment, this frequency dependence
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of the intensity fluctuations was discussed in Ref. 6, where it
was remarked that the shape of this dependence repeats the
shape of the frequency dependence of the refraction index.
Below we explain this interesting fact in more detail.

Let us consider intensity fluctuations using the familiar
approximation of horizontal rays/vertical modes. This model
corresponds to the one presented in Ref. 6. We assume that
the internal solitons have plane wavefronts, parallel to the X
axis, and moving in the Y direction at the velocity V, i.e.,
L(r,D)=L(rg, T+(y—yr)/ V). Here rg=(xg,yg) is the coordi-
nate of the receiver in the horizontal plane. We will also
assume (not strictly correctly) that the shape of the ISW en-
velope does not change in time, and will denote it as {(y,T).
In our approach, the parameter w; determining the medium
of propagation is a function only of y: u;=u;(y). This greatly
simplifies our consideration of the ray pattern.

In order to carry out calculations, we need to construct
expressions for the horizontal rays. In our formalism, for
every mode number / we have a system of horizontal rays
(i.e., their trajectories). Thus rays belonging to this system
will be characterized both by mode number and by their
horizontal launch angle. It is useful to define the tangent
vector to this trajectory; in particular, at the source this vec-
tor is 7;,=(cos x;,,sin ), Where y;, is the angle of the hori-
zontal ray with the x axis, corresponding to the /th vertical
mode at the point of the source. The trajectories of the hori-
zontal rays (HR), which are outgoing from the source [point
(0,0)], can be described by an equation at the current point at
the ray (x,y) as y=y(x) or x=x(y). We can also use other
parameters and characterize rays by their so-called ray
coordinates—the launch angle and the length of the raypath:
(Xss.-5), where the parameter ds=\dx*>+dy? is an element of
arc along the ray.

We are interested here mainly in the fluctuations of in-
tensity of the sound field. For a broadband signal, we can
introduce the spectral-modal intensity

27 " "
I, = p—w|S(w)|2(P, VP -P,VP). 9)

In the approximation of a locally plane wave front |VP,|
~kP,;, we obtain a simpler expression

4ar
I,=—|S(w)]|P. (10)
pc

In ray theory, the amplitude |P;| =A; of the separate HRs can
be calculated as

_ A(so)
Afs) = \’,m, (11)

where A;(so) is amplitude of ray at a fixed point (usually
taken as near the source) and D(s,s,) is the divergence of
the horizontal ray tube. This can be presented more elegantly
through the Jacobian J(s)=d(x,y)/d(s, x;,) of the transforma-
tion from Cartesian coordinates to ray coordinates

x=x(8, X15), y=Y(5, X15):
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J6)

DI(S7SO) = J(S()) .

(12)

Thus the spectral modal intensity, propagating along horizon-
tal ray, as a function of distance is

I = ‘;—1’|S<w>|2 492200 _ o S50) (13)

Jis) e g(s)”

where I?w is some reference value of the modal intensity. Its
value and the value of the Jacobian at the reference distance
J(sp) do not play an essential role because, in the following
considerations, we will focus on relative fluctuations of the
intensity.

Due to the changing position of the source relative to the
ISW train, we observe different intensity behaviors of the
horizontal rays as the ISW wave train passes by. Using Fig.
2, we will next examine intensities at two limiting positions
of the internal solitons, corresponding to strong focusing and
defocusing of the horizontal rays. Due to the motion of the
internal solitons, we observe variation of the ray pattern be-
tween these two structures. Let us first consider an area HF
where the focusing of horizontal rays can take place, and
thus fluctuations of the ray trajectories are significant. For
this case, ray trajectories can be constructed numerically for
any arbitrary shape of ISW. We can estimate the boundary of
this area if we know the parameters of the ISW train. Let the
ISWs have some amplitude ¢, typically ~10 m, and quasi-
period A, typically ~700 m. This simple estimate gives a
limiting horizontal angle for outgoing rays x,~ V|v;{o| ~4°.
Sound fluctuations in this area (HF) can be significant and
depend on the mode number, frequency, and position of the
receiver—thus they cannot be simply estimated. Numerical
calculations for distances ~15km (similar to the
SWARM’95 experiment) give amplitude fluctuations of
=7-10 dB. Concerning defocusing, we would remark that if
position of the source corresponds to this case, then the hori-
zontal rays go away from the area between two adjacent
solitons and so in this area there is a shadow zone.

Let us next consider the HR region (x> yx,, with an
upper boundary that we will determine later). Ray trajecto-
ries (denoted by dashed lines in Fig. 2) in this area approxi-
mately follow the straight lines, which would be seen in the
absence of internal waves. We can thus construct the actual
trajectory by using this small deviation to justify a perturba-
tion approach.

Of prime importance to us here is the estimation of in-
tensity fluctuations due to horizontal refraction. We will do
this estimation using the ray theory transport equation [Eq.
(13)] and calculating the divergence of the horizontal rays or,
in other words, simply calculating the cross section of the
two-dimensional ray tube. Let us now consider rays outgoing
from the source, which, as we said, are determined by the
connection between the x and y coordinates at the current
point of the ray y=y(x) or x=x(y). We will omit the index [,
assuming for now that a given HR is for a given vertical
mode [. According to Snell’s law

Badiey et al.: Propagation in shallow water internal waves
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cos
—EX ()2 (14)
cos x;(y)
and
dx
——=cot x/(y), (15)
dy
so we have
Y 1
X =COS Xlsf /=.2dy_ (16)
0 Viy(y) +sin” x;

This should work, since for internal solitons, ||~ 1073
Thus our approximation is true for y;,=2-3°; for values less
than this, we would need to use another approach. For small
perturbations, but not small angles, |u,(y)| <sin? y;,, so we
have

cosx, [°
x=yooty =3 - x f w(y,T) dy. (17)
IsJ 0

Using Eq. (7) we have

v(w) cos X

x=ycot +
YOt sin® y;,

y
f &, 1) dy. (18)
0

The second term on the right-hand side of Eq. (18) is the
correction to the straight line path, which is the first term,
corresponding to absence of IW [dashed lines in Figs. 2(a)
and 2(b)]. Remark that in dependence on y coordinate of the
source (y=0) with respect to the envelope, the integral on the
right side of (18) can have a different sign. More exactly, if
point y=0 corresponds to the minimum of the soliton, then
the integral in (18) has positive sign and we have the &
>0 “focusing” situation [Fig. 2(a)]. If point y=0 falls to the
maximum of the soliton, the integral has negative sign—the
defocusing situation [Fig. 2(b)].

Let us now carry out the calculations of the ray trajec-
tory and the ray intensity (cross section of the ray tube) as
influenced by horizontal refraction. Let us consider rays
emitted from the source at angles greater than the critical
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FIG. 5. (Color online) Sound speed profiles, corresponding to different geo-
times at the source position, (a) case 1, (b) case 2. Depths of the sources are
denoted by arrows.

angle for horizontal focusing ;> xo. For this case, the ap-
proximate ray path is shown in Fig. 2. The horizontal devia-
tion of the ray is denoted by dx. We can see that this devia-
tion is determined by the integral of the envelope of the
solitons, simply speaking the area under the curve. Let us
assume the simplest shape for the solitons (a box), so that
this area can be estimated as

y
y&o
J (D) dy ~ =~ (19)
0 2
(here we suppose that “focusing” takes place) and so
V(@) &y cos X v(w)do
x=ycoty+ = "L 5 Y=y coty L+ ———].
sin® x4 4 sin” x5
(20)

Thus the ray that would go to the point R, in the unperturbed
case arrives at R,. Without internal waves, the signal propa-
gates along the corresponding radius vector.

Now let the unperturbed length be determined by the
parameter s=4y’+(x+dx)2. The intensity at the receiver
point without internal waves is determined only by the dis-
tance to the source and does not depend on the launch angle
in the horizontal plane. The equation for the parameter s can
be written in the form
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y dS y
ﬂw=J‘%y®=f Veot? x(y) + 1 dy

0 0

YT+ p(y)

= | ————=4d.
0 V(y) +sin? x;

Using the smallness of the perturbation to the refraction
index

1 Y Ml 1
§= I+ ) dy=— y
sin x5 J o 2 sin” yy, sin Xy,

vido
+ . 3 9
4 sin”

1)

(22)

and so we get

10 20 30 40
GeoTime, min
0

GeoTime, min

Vl_g(’) ) (23)

y = s(sin Xis—
4 sin xy,

We can see connection between x and s. In the same approxi-
mation

X = §COS X, (24)
and the Jacobian at the point R, can be expressed as
a(x, v, cos 2y,
J(S)=st[1+’§°_—2"’ . (25)
a(s7Xls) 4 sin Xis

We can now get the intensity in accord with Eq. (13) using
the assumption of small grazing angles at the point R,. For
the case of focusing, it is decreasing (in correspondence with
experimental data) and at a fixed s

(b)

A

20 30 40 50
GeoTime, min

10 0 0
GeoTime, min

FIG. 7. Fluctuations of sound energy per pulse in normalized units for airgun (top) and J15-LFM (bottom) sources. (a) 7=19:00-20:00 GMT,
(b) T=20:00-21:00 GMT. Positions of the sources for the cases (a) and (b) are shown in Fig. 5.
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-1
v(w){y ) . (26)

2

b= <1+
O i,

For defocusing, the divergence of rays is decreasing, and so
the intensity is correspondingly increasing and proportional
to the value

-1
I,= I?w-/(so)<1 - M) . (27)

4 sin® Xis

In particular, for solitons with amplitude ~15 m, a value of
v,~5-7X107* and grazing angle ~0.1(6"), we have (5-7
X 107X 15)/4 X 0.01 ~0.2—-0.3 and so the ratio of intensi-
ties is /14~ 1.8-2.

Due to the motion of the ISWs, a fixed source and re-
ceiver fall into positions first corresponding to the focusing
of horizontal rays and then corresponding to defocusing—
thus we observe temporal fluctuations of the received sig-
nals. We next estimate these fluctuations as a function of the
parameters of the problem.

As to the frequency dependence of the fluctuations, this
can be seen from the expression for the correction ol7, =17,
—(I,w)>. We will consider the value of the scintillation index
ST (Ref. 12) describing relative fluctuations of intensity be-
tween maximal (defocusing) and minimal (focusing) values
to be:
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511210 _ <Ilw>2 - <Ila)>2
<Ilw>2 - <Ilw>2

Here (F)=1/T[}F dT. We note that in parts of the literature,
the SI is sometimes defined without the squared expression.
We are following the (squared) convention of Ref. 12 in this
work.

Thus, for our case, the scintillation index is

ST}, = (28)

2 Vl(w)§0

SI .
o sin? y,

(29)
According to this equation, the frequency dependence of the
scintillation index for modal intensity repeats the shape of
the frequency dependence of the horizontal refraction index
for the same mode. This dependence is shown in Fig. 3.

In the following sections, we will analyze experimental
results for SI, obtained in the SWARM’95 experiment, and
compare to the theory developed.

lll. DATA ANALYSIS AND COMPARISON WITH
THEORY

To test the theory presented in previous sections, we
show here an analysis of data obtained in the SWARM-95
experiment, to compare with the theory. Since several papers
have previously outlined details of these measurements,’
we do not describe the minutiae of the experiment. Here we
only describe 2 h of collected data during 4 August 1995.
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During each hour, two acoustic sources having different fre-
quency bands (an airgun at 30—150 Hz, and a J15-3 trans-
ducer at 50-200 Hz) were used to simultaneously produce
sound in the waveguide. One of the acoustic sources was
placed above the thermocline while the second one was
placed below. The airgun source fired every 60.03 s while
the J15 was transmitting an LEM signal of duration 30 s in
between two consecutive airgun shots. The data are pre-
sented in two geotime segments—one segment from 19:00 to
20:00 GMT that we call case 1, and the second segment from
20:00 to 21:00 GMT called case 2.

Figure 4 shows thermistor string records for these two
time segments at the receiver array. From the six thermistors
that were deployed along the vertical line array of the Woods
Hole Oceanographic Institution (WHOI-VLA) only the up-
per water column shows the ISW activity, hence data for
depths of 12.5, 22.5, and 30.5 m below the sea surface are
only shown here. The temperature records show strong vari-
ability in the upper water column, with a decreasing trend at
lower depths. In addition to these temperature records, the
sound speed profile was measured using a CTD at the source
location at 15-min intervals during the propagation. Al-
though not shown here, these data were used in order to get
approximate values for the salinity profiles, which were
rather constant during this period. Figure 5 shows the sound
speed profiles at the source for the 2-h time intervals with the
source positions designated at different depths. During the
first hour, the airgun was placed at 12 m from the sea surface
while the J15 was at 45-m depth. During the second hour, the
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airgun was at 40 m depth while the J15 was placed at 15-m
depth. We note that there is some change in the spectrum of
the airgun due to the depth change, but not the J15.

In Fig. 6 we present the source signals measured about
1 m from the source position in both cases. It is noted that
the signals are very different from each other. While the air-
gun signal has a time domain duration of ~0.4 s and energy
up to 150 Hz, most of its low frequency energy components
peak around 30 Hz. The J15-3 generated a 30-s LFM signal
in time domain and its energy is between 50 and 200 Hz.

In order to address the data analysis based on our theory,
we first show the temporal dependence of the intensity inte-
grated over the pulse duration. This dependence shows the
fluctuation of signals from the acoustic sources for each geo-
time segment at the WHOI receiver array.® Figure 7(a)
shows the first geotime segment (7=19:00-20:00 GMT)
when the airgun was placed at 12 m below the sea surface,
and the J15 was placed at 45 m [see Fig. 5(a)]. The LFM
signals presented are seen after matched filter processing and
the airgun signal being bandpassed filtered between 20
and 300 Hz. In Fig. 7(b) the second geotime segment
(T=20:00-21:00 GMT) is shown, when the J15 source is at
I15-m and the airgun is at 30-m depth, respectively. It is
noticed that the behavior of the waveguide is very similar
regardless of the location of the sound source in the water
column and for the frequencies of the different sources.
Similar results have been reported earlier to relate the inten-
sity fluctuations of the sound signals to the index of refrac-
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speed profiles for the same time.

tion. Here, we present a more through formalism in the con-
text of experimental verification of the theory.

To further investigate the experimental data, we present
the received signals for cases 1 and 2 as a summary of the
VLA in the following manner. We compress the received
signals for all the elements in the WHOI vertical array into a
single point and then stack these points in geotime for each
segment of the 2-h period (i.e., cases 1 and 2 shown in Figs.
4 and 5, respectively). As a result, Figs. 8 and 9 are obtained.
In each of these figures, three panels are shown. In Fig. 8(a)
the source signature measurement near the source is dis-
played as a function of geotime for case 1. Spikes show the
airgun shots and in between; the darker color signals with
lower amplitude and longer duration show the LFM sweeps.
In Figs. 8(b) and 8(c) the squeezed and stacked array results
as a function of geotime are displayed for the source placed
above and below the thermocline [Fig. 8(b) shows the re-
ceived signal at the vertical array for the LFM at 45 m and
Fig. 8(c) shows the received signal at VLA for the airgun at
12 m]. Hence, Fig. 8 is a summary of the simultaneous chan-
nel response function for the channel activated above and
below the thermocline for 1 h (i.e., case 1 from 19:00 to
20:00 GMT). Similarly, Fig. 9 shows the same results for the
second hour of our data with the corresponding source posi-
tions shown in Fig. 5 (i.e., case 2 from 20:00 to 21:00 GMT).

Several points are noteworthy in these two figures. The
most significant feature of these data is their intensity fluc-
tuations as a function of geotime. We see that the number of
oscillations of intensity and the typical temporal period be-
tween adjacent fluctuations are approximately the same in
Figs. 8 and 9 on one side and in Fig. 4 on the other side. It
indicates a direct relationship of the sound fluctuations with
the internal waves. The duration of the received signal in the
second hour [case 2 shown in Figs. 9(b) and 9(c)] is much
shorter compared to the first hour [case 1 shown in Figs. 8(b)
and 8(c)]. Also as expected, when the source is placed below
the thermocline, the received signal depicts a much stronger
intensity [Figs. 8(c) and 9(c)].

Next, the temporal dependence of the intensity con-
tained in separate modes per unit frequency interval [called
spectral-modal density 1, in Eq. (10)] is extracted from the
experimental data and is compared with the scintillation in-
dex (29). A pulse signal received by vertical array can be
shown as p(r,z,t), where r is horizontal coordinate of the
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receiver and z is the hydrophone depth. Since only a discrete
number of hydrophones exist, the sound pressure is known
only at fixed depths z; and ranges r;. However, for simplicity,
in the following analysis we omit the index. The spectrum of
the received signal S(r,z, w) also depends on the hydrophone
and analytic (complex) received signal, and has the form

[’

P(r,z,t) = ZJ S(r,z,w)e ™ dw,
0

1 [~ .
S(r,z,w) = z—f Re[P(r,z,t)]e' dt. (30)
T

According to our theory, it can be decomposed over vertical
modes

S(r,z,0) = 2 S/(r,0)¢(2), (31)
/

where the value S)(r,w)=S(w)P,(r,w) is called the spectral
modal amplitude.

The first step in a modal analysis of the experimental
data is to compare the depth dependence of the amplitudes
(i.e., the modulus) of the theoretical and experimental
modes. To obtain the depth dependence of the experimental
modes, we use the difference between the group velocities of
different modes v§"(w). In other words we cut a narrow fre-
quency interval from the total band of the spectrum S(w).
This can be achieved by using integration with narrow band
filtering function F(w, w,).

In the following analysis we will use a Gaussian form
for F(w,w,), where w, is the middle of the frequency range
of width Aw, Aw<w,:

Y
F(w,a)t):ﬁexp {— M} (32)

w\"21'r 2A(1)2

For a narrow frequency band, the time dependence of the
received signal can be expressed as
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o

P(r,z,t,0,) = ZJ F(o,0,)S(r,z,0)e™ dw (33)

0

where the tilde (~) denotes the filtered experimental values
for fixed center frequency .. The results of the frequency
filtering for Af=10 Hz (i.e., Aw=27Af) for geotime T
=19:15 GMT and w.=60, 90 Hz, respectively, for different
hydrophones are presented in Fig. 10. The maxima in arrival
times show the arrivals of different modes due to differences
in group velocities, which can be used for mode filtering. We
then split arrival times of pulses into intervals (z;,1;+Ar),
where #;=L/v§" is the arrival time of mode /, and At is the
duration of the pulse. After integration of the pulse envelope
(amplitude) we get a function of depth and frequency w,,
which is proportional to the amplitude of mode /, denoted as

lzZl(Z’ wc):

_ 1+Ar
Uz, 0,) = f |p(r.z.t,0,.)| dt. (34)
1

Consequently, we receive modulus of the first, second, and
third modes, respectively.

Next we should compare the eigenfunctions obtained
from the experimental data with the theoretically calculated
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values. For this we should normalize the selected modes us-
ing some relationship. To normalize experimental functions
to compare with the analytical ones, we use

H
\I’l(z,wc') = IZI(Z’(‘)C) / f [&I(Z’wc)]z dz.
0

The results of mode filtering the data shown in Fig. 10(c) are
presented in Fig. 11.

Excellent agreement between experimentally extracted
and theoretically calculated modes is obtained; hence, for the
next step in our analysis the calculated modes (i.e., the eigen-
functions of Sturm-Liouville theory) are used rather than fil-
tering the experimental data as shown above.

Next the frequency dependence of modal amplitudes is
obtained. Modes represented by ;(z,w) are orthogonal to
each other and the integral over variable z is extended from
zero to infinity (including the sea bottom). However, the con-
tribution of the sea bottom to the modal functions is small,
particularly for the lower order modes. We can thus approxi-
mate

(35)

H
f {/Il(sz) lﬂm(Z, w) dZ = 5nm’ (36)
0

where §,,, is the Kronecker delta function. According to (31)

and (36), the spectral amplitude of the /th mode can be ob-
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FIG. 14. Relative intensity fluctuations of modes 1-4 obtained from experimental data for (a) 7=19:00-20:00 GMT and (b) 7=20:00-21:00 GMT.

tained by integration of the spectrum of the received signal
as a function of depth:

H
S,(r,w) = f S(r,z, )z, w) dz. (37)
0

The time-frequency diagram for different hydrophone depths
of the vertical line array corresponds to the modal decompo-
sition of filtered sound pressure (33) at the receiver:

ﬁ(r,Z,t,(l)c) = E lr//l(Z)ﬁl(r;t’wc)s
1

[

ﬁ,(r;t, w,) = Zf Flo,w.)S,(r,0)e ™ do. (38)

0

The value |P/(r;t,w,)| is shown in Fig. 12. The irregular
shape of the time-frequency curves is the result of the source
spectrum [see Figs. 6(b) and 6(d)]. These “hyperbolalike”
curves coincide with the theoretically obtained values (not
shown in this plot) calculated using the aforementioned
model. Figure 13 shows the arrival time dependence of
modal amplitudes resulting from mode filtering and the cor-
responding modal spectra for modes 1-4. We note that the
modal amplitude reduces as we go from mode 1 to 4 while
the cutoff frequency increases. The initial (or radiated) am-
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plitudes of the separate modes are determined by the source
position in the water depth. The modal intensity as a function
of frequency w for geotime 7 is
11 = s 0w (39)
pc
Dependence of modal intensity on geotime for fixed fre-
quency (in this case 90 Hz) is shown in Fig. 14; similar
curves have been constructed for another frequency in the
frequency band of our sources, not shown here. For each
curve we can calculate the value of fluctuations for a given
geotime interval (e.g., 2 h here) and thus the corresponding
scintillation index. The frequency dependence of modal in-
tensity fluctuations through the scintillation index (29) can
be obtained, and for this data are shown in Fig. 15. These
dependencies, as we can see from Fig. 15, have irregular
behavior as a function of frequency. Thus we will consider
the smoothed dependence obtained by

(8P (,T))

2 _
S = oy

(40)

where () denotes an averaged value in time. Finally, in Fig.
16 we present these smoothed curves of the scintillation in-
dex for two independent geotime periods, for cases 1 and 2.
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FIG. 15. (Color online) Frequency dependent modal scintillation index, SI (f) of modes 1-4 obtained from experimental data for (a) 7=19:00-20:00 GMT
and (b) 7=20:00-21:00 GMT. The data are shown by oscillating curves and averaged values (smooth lines).

IV. SUMMARY AND CONCLUSIONS

A theory of sound propagation through an anisotropic
shallow water environment is presented to examine the fre-
quency dependence of the scintillation index in shallow wa-
ter in the presence of internal waves. The theory of horizon-
tal rays and vertical modes is used to establish the azimuthal
behavior of the intensity fluctuations of the broadband acous-
tic signals propagating through shallow water internal waves.

In an earlier paper6 we have shown that the temporal
variations of depth dependence of intensity of the sound field
resulted from horizontal anisotropy (referred to as the viola-
tion of circular symmetry) taking place in the presence of
solitary internal waves. In addition, we noted the similarity
of frequency dependence of modal scintillation index (for
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temporal fluctuations of intensity) and the index of horizon-
tal refraction of the corresponding modes. We hypothesized
that there is a link between the two.

In this paper we have extended our consideration of the
nature of fluctuations of the sound field in directional depen-
dence of propagation relative to the wave front of the ISW.
Depending on the angle between the direction of the internal
wave front and the acoustic track, the mechanism of sound
field fluctuations is characterized by either horizontal refrac-
tion (HR) or horizontal focusing (HF), is adiabatic (AD), or
is a mode coupling mechanism (MC) as shown in Fig. 1.

In this paper we have presented a theory and corre-
sponding experimental results for the sector HR in Fig. 1,
where fluctuations are caused by the effect of horizontal re-
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FIG. 16. (Color online) Frequency dependence of modal scintillation index SI (f) for (a) 7=19:00-20:00 GMT and (b) 7=20:00-21:00 GMT.

fraction or (more generally) by redistribution of the sound
field in the horizontal plane. Using a ray approximation in
the horizontal plane, in this paper we derived an analytical
expression for the scintillation index of a sound field due to
moving internal waves in shallow water.

The main feature of the frequency dependence of the
modal scintillation index (29) is the shape of this dependence
shown in Fig. 16. This figure, which is obtained from the
experimental data and corresponding to theoretical Fig. 3,
shows the relationship between the modal scintillation index,
SI, and the parameters of the waveguide. We further see that
this does not depend on the amplitude and shape of the in-
ternal waves.

Note that factor {y/sin® x, has a constant value for a
given sequence of sound pulses. In this connection the value
of the horizontal refraction index plays the role of an invari-
ant characteristic of a definite geographical shallow water
area, and one that determines the fluctuations of the sound
field in the corresponding conditions (i.e., HR sector in hori-
zontal plane).

A good agreement between the experimental and ana-
lytical results in this paper, in spite of the idealized modeling
of the internal waves, is a confirmation of the fact that the
scintillation index (SI) is independent of (or weakly depen-
dent on) the parameters of the internal waves such as ampli-
tude, period, and wave number. We note further that the com-
parison between the experimental and theoretical values is
very good for the first hour [Fig. 16(a)] when there is a
distinct internal wave passing through, while it is less good
for the second hour [Fig. 16(b)], where the amplitude of the
internal waves has considerably reduced. Hence, the aniso-
tropic properties of the shallow water channel are less af-
fected by the more isotropic background internal waves.
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Experimental detection and focusing in shallow water by
decomposition of the time reversal operator

Claire Prada,? Julien de Rosny, Dominique Clorennec, Jean-Gabriel Minonzio,

Alexandre Aubry, and Mathias Fink

Laboratoire Ondes et Acoustique, ESPCI, 75005 Paris, France

Lothar Berniere, Philippe Billand, Sidonie Hibral, and Thomas Folegotb)

Atlantide, Technopole Brest Iroise, 29200 Brest, France

(Received 27 October 2006; revised 14 May 2007; accepted 18 May 2007)

A rigid 24-element source-receiver array in the 10-15 kHz frequency band, connected to a
programmable electronic system, was deployed in the Bay of Brest during spring 2005. In this 10-
to 18-m-deep environment, backscattered data from submerged targets were recorded. Successful
detection and focusing experiments in very shallow water using the decomposition of the time
reversal operator (DORT method) are shown. The ability of the DORT method to separate the echo
of a target from reverberation as well as the echo from two different targets at 250 m is shown. An
example of active focusing within the waveguide using the first invariant of the time reversal
operator is presented, showing the enhanced focusing capability. Furthermore, the localization of the
scatterers in the water column is obtained using a range-dependent acoustic model.

© 2007 Acoustical Society of America. [DOI: 10.1121/1.2749442]

PACS number(s): 43.30.Gv, 43.30.Vh, 43.60.Tj [DRD]

I. INTRODUCTION

Time reversal focusing in a waveguide using a source
receiver array (SRA) was demonstrated in an ultrasound ex-
periment (Fink, 1997). Taking advantage of the multiple re-
flections at the waveguide interfaces, time reversal allows
high resolution focusing. This property was proven by sev-
eral underwater time reversal experiments starting with the
one by Kuperman and his team (Kuperman er al., 1998).
Then, the strong potential of time reversal techniques for
underwater communication in shallow water was demon-
strated (Edelmann et al., 2002). High resolution offered by
time reversal has also been exploited for detection and sepa-
ration of scatterers in an ultrasonic waveguide using the de-
composition of the time reversal operator (DORT method).
This method is a scattering analysis technique derived from
the study of the iterative time reversal process (Prada and
Fink, 1994). It was applied in an ultrasonic water waveguide
with a flat rigid bottom, demonstrating multitarget detection
and selective focusing with high resolution. The resolution of
this method was used to separate the signal reflected by two
close scatterers and then focus selectively at any of them
(Mordant et al., 1999). It was then the object of several stud-
ies for ocean applications (Lingevitch et al, 2002;
Yokoyama er al., 2001). Its ability to separate the echo of a
target from bottom reverberation was shown in a laboratory
experiment (Folegot ef al., 2003).

Recently, the DORT method has been tested at sea with
a vertical SRA and using an echo repeater to simulate the
target response (Gaumond et al., 2006). The signal transmit-
ted back to the SRA provided by an echo repeater offers
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much higher signal to noise ratio than a passive target but,
unfortunately was free of bottom reverberation. In addition,
the SRA was mounted to a small vessel that heaved signifi-
cantly due to wave motion, which induced serious loss of
coherence that affects the technique. Another recent paper
(Sabra er al., 2006) proposes to use the time reversal tech-
nique to enhance focusing on a target located on the bottom
in presence of reverberation. A reflectivity map from the
measured array response matrix is built, using passive (i.e.,
numerical) iterative time reversal. This method allowed suc-
cessful detection of an ensemble of 12 spheres of diameter
50 cm on the bottom using a 96 element billboard array of
central frequency 3.5 kHz, in 50 m water depth at range
200 m.

The present paper focuses on the application of the
DORT method to detection in very shallow water in the pres-
ence of strong reverberation. A rigid vertical SRA with fully
programmable parallel processed generators has been devel-
oped in the 10—15 kHz frequency band. After initial tests in
a pool basin (Clorennec et al., 2005; Folegot et al., 2005),
the system was deployed in the Bay of Brest for sea trials
during spring 2005. Backscattered data from small sub-
merged targets have been recorded for distances up to 600 m
in a water depth varying from 10 to 18 m and the DORT
method was applied for detection and localization of these
targets. Furthermore, focusing was achieved either by time
reversal or by transmission of the first eigenvector of the
time reversal operator.

The system and the experimental setup are described in
Sec. II. The signal measurement and analysis technique are
developed in Sec. III. Several results from two different ex-
periments are presented in Secs. IV and V. The first one is a
detection experiment with two targets at the same range but
different depth, showing the ability to separate the echo of
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FIG. 1. The pier of Sainte Anne du Portzic in the vicinity of Brest (France)
where the system was deployed. The white lines show the insonified zone.

each target. The second one shows the ability to separate the
echo of a target from bottom reverberation and compares the
focusing obtained by active time reversal or by transmission
of the first eigenvector of the time reversal operator.

Il. EXPERIMENTAL SETUP

The experiments took place during spring 2005 in the
Bay of Saint Anne du Portzic in France, a shallow water inlet
(Fig. 1). This site is characterized by a significant spatial
variability of the bottom interface, a rocky coastline generat-
ing strong reverberation and strong tidal currents (up to 4
knots, i.e. 2 m/s). The bathymetry has been recorded using
multibeam sonar (Fig. 2). The sound speed ¢ was measured
with a profiling sound velocimeter at several distances in the
whole water column and was constant at 1495 m/s. The
SRA is deployed from a pier in a water depth varying from 7
to 12 m depending on tide (Fig. 3). It consists of a rigid
support frame carrying 24 source/receiver transducers oper-

100 200 300 400 500
East (m)
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ating in the 10—15 kHz frequency band with a maximum
source level of 203 dB re 1 wPa at 1 m each. The vertical
transducer positions are adjustable, with a maximum array
aperture of 12 m. In this experiment, they were equally
spaced with a total aperture D=9.4 m. Each of the 24 chan-
nels is individually controlled and amplified during transmis-
sion and reception. In addition, a 16 element flexible vertical
receiver array (VRA) can be deployed from a small vessel in
order to sample the acoustic field produced by the SRA. As
described in Folegot er al. (2005), communication and syn-
chronization between the two arrays is established via a
wireless local area network. In the experiments shown here,
the targets are trihedral corner acoustic retroreflectors
(TCAR) consisting of three mutually perpendicular intersect-
ing plates made of air filled honeycomb composite (Fig. 4).
These targets are small, easy to handle from a small ship and
moor with an anchor. The biggest target has maximum di-
mension 60 cm= 5\ and the smallest 40 cm.

lll. DATA ACQUISITION AND ANALYSIS

The principle of the DORT method is described in sev-
eral papers (Mordant et al., 1999; Prada and Fink, 1994). It
requires the measurement of the array response function K(z)
made of the NXN interelement impulse responses of the
array (N=24 in the experiment). Then, the invariants of the
time reversal operator are calculated using the singular value
decomposition (SVD) of the frequency response matrix
K(w).

A. Measurement of the array response matrix

The array response matrix K(7) is measured using linear
frequency modulated (LFM) sweeps transmitted from the
SRA. In order to get a sufficient signal to noise ratio (SNR),
the array response matrix is acquired using the Hadamard
basis as proposed in Lingevitch ef al. (2002). Such a basis is

FIG. 2. Bathymetry of the bay of Sainte Anne du
Portzic. The array was deployed at coordinates (0,0).
The targets were successively deployed at points m1
and m2.

800 pepth (m)
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defined for N=24 and the SNR is improved by a factor \/ﬁ
~5. Then, the N> received signals are correlated by the
transmitted LFM, ensuring optimal SNR.

B. Analysis of the array response matrix

As the reverberation leads to significant backscattered
signals, the array response matrix is built from short time
windows. More precisely, the matrix K(r,,w) is the Fourier
transform of K(z) between time #, and fy+At, where 1, is
related to the detection range r, through the equation f,
=2ry/c (c being the sound velocity) and Ar the window
length. Due to the directivity of the transducer that is 40° in
azimuth, and due to the unevenness of the bottom, the rever-
beration is very large, thus short time windows were used. A
At=3 ms window was found to be a good compromise to
include the complete response of one target and minimize the
effects of reverberation.

The singular value decomposition of K(ry,w) is done
for regularly shifted time windows and the singular values
are presented as a function of range ry. An increase of the
singular values at a given range corresponds to an increase in
the backscattered energy, which can be associated with either
a discontinuity of the bottom (a rock or a slope change), or
the presence of targets. This can be elucidated by exploiting
the corresponding singular vectors.

C. Backpropagation of singular vectors in free space

Singular vectors are numerically backpropagated to de-
termine whether they correspond to a given target or the
bottom reverberation. As the medium is complex and the
wavelength (=12 cm) is rather short, the simplest way to
backpropagate the data is to assume free space propagation.
For the current point (ry,%), the propagation vector in free
space is defined as

—ikry e—ikrz

—ikry
H(ro,h,w)=(e .k )

ry ) 'n

where k is the wave number and r;= \/r(2)+(h—hj)2 is the dis-
tance between the jth transducer of height /; and the point
(ro,h). Then, for a given singular vector V(ry,w) of the ma-
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trix K(ry, ), the backpropagated field at point (ry,%) is the
scalar product of the singular vector by the propagation vec-
tor. The image C(ry,h) is then obtained by averaging the
absolute values of the field over frequencies between 11 and
14 kHz:

C(rO’h) = E ‘(V(ro,w),H(rO,h,w)H .

The resulting image is very interesting if the free space
diffraction spot size (Ary/D) is smaller than half the water
depth. For instance, with an array aperture D=9 m, a wave-
length A=0.12 and a 15 m water depth, the method can be
used for distances ry up to 600 m. We shall see from several
examples that a singular vector associated with a given target

FIG. 4. The trihedral corner acoustic retroreflector.
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will produce focusing on the target, plus focusing on each of
the repeated images of the target with respect to the inter-
faces of the waveguide.

This type of backpropagation is simple as it only re-
quires the knowledge of the array geometry and the sound
velocity in water. The resulting image is unusual, but it pro-
vides a lot of information in a rapid manner. The water-air
interface being flat compared to the bottom, the image with
respect to this interface is generally very well defined, while
images with respect to the bottom and higher order images
are often more spread out. Besides, this free space back-
propagation does not benefit from the guided propagation to
increase resolution, that is why the backpropagation was
achieved taking into account the water channel geometry as
described in the next paragraph.

D. Backpropagation of singular vectors using a
model of the waveguide

To account for guided propagation and achieve high
resolution focusing, a second type of backpropagation is per-
formed using the range-dependent acoustic model (RAM)
(Collins and Westwood, 1991). RAM is based on the para-
bolic approximation and assumes an axisymmetric medium.
As the bathymetry depends on azimuth, the bottom profile in
the direction of the target is taken from the bathymetry map
(Fig. 2) using an estimate of the target’s position that was
measured with a GPS. Besides, as the bathymetry map only
starts 60 m away from the array, a linear bottom profile is
assumed for the first 60 m. At last, as the transducers are
mounted on a heavy rigid structure, several floats are regu-
larly distributed along the array to reduce the weight. At low
tide, part of the array is above the surface producing greater
constraints. It results in a variation of the array tilt from 2° to
3° depending on tide. This angle is taken into account in the
model.

In order to observe the quality of the focusing both in
depth and range, the experimental singular vector is numeri-
cally backpropagated from the array. The field is displayed in
the whole water column from the array to the target range.
The operation differs from the free space backpropagation
where the field at a given range r( corresponds to the singu-
lar vector of K,O.

The aforementioned processing does not exploit the
fully programmable generators. Active focusing was also
achieved using either simple time reversal or transmission of
particular singular vectors. In the following, two experiments
are presented showing detection, localization and then active
focusing.

IV. FIRST EXPERIMENT: DETECTION AND
SEPARATION OF TWO TARGETS

In this experiment, two TCAR are used. Both TCAR are
placed at approximately 250 m from the SRA at 5.5 and
8.5 m from the bottom (point m1 in Fig. 2). Thus, the targets
are at about 2500 N from the array and in a water depth about
100 A. At the target distance, the free space diffraction spot is
about 3.4 m, so that they are not very well resolved. In order
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FIG. 5. Two targets at 253 m: Experimental singular values of K,0 calcu-
lated for a sliding 3 ms time window.

to measure the array response matrix K(z), 200-ms-long
LFM sweeps are transmitted from the SRA using the Had-
amard basis.

A. Decomposition of the array response matrix

For the analysis, a AT=3 ms time window is shifted by
0.5 ms steps. For each distance r(, the matrices K,O are cal-
culated at equally spaced frequencies from 11 to 14 kHz.
After SVD, the singular values are averaged over frequencies
and normalized. They are presented as a function of distance
from 220 to 300 m (Fig. 5). It appears that two singular
values emerge at ry=253 m, the first is about 6 dB (the sec-
ond about 4 dB) above reverberation singular values. For
this distance, the two dominant singular values are clearly
separated from the others in the whole frequency band from
10 to 15 kHz (Fig. 6). To determine the information con-
tained in the dominant singular vectors, they are backpropa-
gated in free space at the distance of the targets (Fig. 7). The
first vector focuses at about 9 m from the bottom and the
second at 6 m from the bottom, which are close to the targets

1
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FIG. 6. Two targets at 253 m: Experimental singular values at rq=253 m, as
a function of frequency. Two singular values are clearly above the others.
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FIG. 7. Two targets at 253 m: Numerical backpropagation of the three first

experimental singular vectors calculated for ry=253 m. The two first vectors

focus on the two targets. The third singular vector focuses at the bottom.
Height 0 m corresponds to the sea floor at the position of the SRA.

positions. The third singular vector is also backpropagated
and focuses at the bottom, which is about 4 m below the
antenna foot at this range. This is in agreement with the
water tank experiment shown in Folegot et al. (2003).

In the absence of a target, information on the bottom can
be found on the backpropagation in free space of the first and
second singular vectors (Fig. 8). These images provide the
location of the target, along with an average bottom profile.
For time windows before or after the target echo, the singular
vectors correspond to reverberation and focus at the bottom
and at its images with respect to the interfaces. In particular,
the increase in the singular values around 230 m and be-
tween 280 and 290 m can be definitely attributed to bottom
reverberation. The range resolution of these images is limited
by the time window length At=3 ms and the LFM band-
width, leading to about 3.5 m axial resolution. This resolu-
tion limitation is also observed on the singular values
(Fig. 5).

B. Backpropagation using RAM

The backpropagation of the first and second singular
vectors corresponding to the targets are calculated for several
frequencies using RAM and then averaged. The SRA tilt is
taken equal to 3.2° and the water depth at the array equal to
8.6 m. The focusing is clearly achieved on each target with a
very good resolution in depth (Fig. 9). In order to appraise
the quality of the focusing, the comparison between the
backpropagation in free space and with RAM code at the
distance of the targets is displayed in Fig. 10. For each sin-
gular vector, the two types of propagation focus at the same
depth, the improvement in resolution at —6 dB is about 3.5,
which means that at least one bottom and one surface reflec-
tion contribute to the reconstruction with RAM. A better
knowledge of the water channel and the use of a three-
dimensional code would certainly result in even better reso-
lution.
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FIG. 8. Two targets at 253 m: Numerical backpropagation in free space of
the first (a) and second (b) experimental singular vectors obtained for shifted
time windows. The pink dashed lines indicate the bottom and the surface.
The color scale is in decibels. Height O corresponds to the antenna foot.

V. SECOND EXPERIMENT: ACTIVE FOCUSING ON A
SINGLE TARGET

In the second experiment, the TCAR is placed approxi-
mately at 140 m from the array and at 7 m from the bottom
(point m2 in Fig. 2). The purpose is to compare simple active
time reversal of the target echo with the active transmission
of a singular vector. The vertical receiver array is deployed at
the position of the target to sample the acoustic field. This
relatively short distance was chosen to avoid the strong tide
current that renders measurement on the VRA difficult for
longer distances. The water depth at the array position is
10 m so that all the elements are immersed. As in the first
experiment, the array response matrix is acquired using the
Hadamard basis and 150 ms frequency sweeps.

A. Time reversal and DORT analysis

The array response matrices are calculated for sliding
3 ms time windows. The singular value decomposition of
each matrix is then achieved. For comparison with the sin-
gular values, the energy of the echo after broadside transmis-
sion is also calculated for the same set of time windows.
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Broadside transmission corresponds to the transmission of
the first Hadamard vector (all elements transmit the same
LFM simultaneously). The echo received on the N transduc-

ers are noted r,(7), ...,ry(¢) and the energy is calculated as
N tp+At
E(rg)=2 2 ri(n
=1 =ty

The singular values and the normalized energy are rep-
resented as a function of distance in decibel (Fig. 11). A clear
enhancement at the target distance can be observed on those
curves. The fact that several singular values increase might
be explained by the presence of the boat, the anchor, the
VRA, and probably by the flucuations of the medium during
acquisition. The backscattered energy after broadside trans-
mission is higher after the target than before, this is ex-
plained by the slope change in the bottom profile that occurs
near the target (see Figs. 2 and 13). Then the numerical back-

=

Amplitude (dB)

Amplitude (dB)

Height (m)

FIG. 10. Two targets at 253 m: Backpropagation of the first (a) and second
(b) singular vectors calculated for ry=253 m in free space (dashed line) and
using RAM (solid line).
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FIG. 9. Two targets at 253 m: Average field obtained by
RAM backpropagation of the first (a) and second (b)
experimental singular vectors calculated on the same
time window as in Fig. 7, i.e., ry=253 m.

(dB)

propagation in free space of the echo after broadside trans-
mission is calculated [Fig. 12(a)]. A local maximum occurs
at the height and range of the target but the greatest lobe
occurs on the bottom (—4 m) probably corresponding to the
anchor maintaining the target. The energy spreading below,
above, and just behind the target might be due to the pres-
ence of the boat and the VRA. Beyond the target, the focus-
ing occurs on the bottom and the image of the bottom with
respect to the surface, meaning that the broadside transmis-
sion produces strong reverberation after 140 m.

On the contrary, the backpropagation of the first singular
vector focuses with good signal to noise ratio at the target
and at its images with respect to the interfaces [Fig. 12(b)].
This confirms that it solely contains signal from the target.
Around 130 m the singular vector mostly focuses on the im-
age of the bottom with respect to the surface, meaning that
the ray path with one reflection at the surface is the dominant
one.

singular values (dB)

N\

g M\
130 135

155

140 145 150 160
range (m)

FIG. 11. One target at 143 m: Singular values as a function of distance

(solid line) and normalized energy of the echo after broadside transmission

(dash-dot) calculated for 3 ms shifted time windows.
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FIG. 12. One target at 143 m: Numerical backpropagation in free space of
the echo after broadside transmission (a) and of the first singular vector (b)
calculated for 3 ms shifted time windows.

B. Backpropagation using RAM

To calculate the backpropagation with RAM, the array
tilt is taken equal to 2.9° and the water depth at the array to
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10.35 m. The first and second singular vectors are back-
propagated over 250 m for several frequencies and the am-
plitude field is averaged (Fig. 13). The focusing clearly oc-
curs at the target depth for the first singular vector, and the
focal spot is about three times thinner than in free space as in
the first experiment. The second singular vector focuses on
the bottom, while some energy is also focused on the target
(however 5 dB below). This might be explained by the fact
that the target is not point-like (5 \) and probably moving
around an average position.

C. Active focusing with time reversal and DORT

The programmable parallel processed generators are
used to time reverse the echo of the target. The VRA is
deployed from the boat at the target distance and only eight
elements spanning 3.5 m around the target are used to con-
trol the field. In the first stage, a time window is selected on
the echo measured after broadside transmission, and the se-
lected echo is time reversed. This transmission is repeated
five times and each time, the transmitted signal is measured
at the SRA (Fig. 14, left-hand side). The focusing occurs at
height 3.8 m with significant secondary lobes. In the second
stage, the first singular vector is calculated on the same time
window at the central frequency. Then, this vector is trans-
mitted to the SRA and the signal measured at the VRA
(Fig. 14, right-hand side). As for time reversal, the transmis-
sion is repeated 5 times. Again, the maximum occurs at
height 3.8 m, but with low secondary lobes.

In both cases, the focusing is achieved at the target. At
this distance, the free space point spread function is about
1.7 m wide. In both cases, the main lobe is less than 1 m
large, probably of the order of 50 cm, which means that
more than two reflections (at bottom and surface) contribute
to the focusing. For transmission of the singular vector, the
secondary lobes are below 10 dB, which confirms the fact
that the decomposition separates the echo of the target from
the other contributions that can be attributed to the anchor,
the VRA, the boat, or bottom reverberation. The strong tidal

FIG. 13. One target at 143 m: Numerical backpropaga-
tion using RAM code of the first (a) and second (b)
experimental singular vectors. Field are normalized and
represented in decibel scale.

(dB)
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FIG. 14. One target at 143 m: Active focusing at the
target using time reversal (left) and the first singular
vector (right).
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currents in the Bay of Brest made it difficult to deploy the
vertical receiver array at longer distances. This is why the
focusing experiment was done at a short range compared to
the expected range of the system. Further experiments are
required to determine the real limits of this system.

VL. DISCUSSION

Detection experiments using the DORT method applied
on data measured with a 24 elements vertical source-receiver
array were presented. The experiments have been carried out
in a reverberation limited shallow water environment using
corner retroreflectors.

The results confirm those obtained in laboratory experi-
ments. Two targets have been individually detected and cor-
rectly located within the water depth. The method appears to
be robust and provides much better information on the target
localization than conventional beam-forming on flat broad-
side transmissions.

In an experiment with a single target, active selective
focusing by transmission of a singular vector has been shown
to produce a strongly localized focal spot at the position of
the scatterer. The obtained resolution was more than three
times better than in free space. To the authors’ knowledge,
this is the first time that the DORT method was applied suc-
cessfully to backscattered data in a real shallow water ocean
environment with targets at range 2500 \, in depth 100 A.
Beyond detection applications, this selective focusing ability
also opens perspectives in underwater communication.
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Acoustic detection of North Atlantic right whale contact calls
using spectrogram-based statistics
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This paper considers the problem of detection of contact calls produced by the critically endangered
North Atlantic right whale, Eubalaena glacialis. To reduce computational time, the class of
acceptable detectors is constrained by the detectors implemented as a bank of two-dimensional
linear FIR filters and using the data spectrogram as the input. The closed form representations for
the detectors are derived and the detection performance is compared with that of the generalized
likelihood ratio test (GLRT) detector. The test results demonstrate that in the presence of impulsive
noise, the spectrogram-based detector using the French hat wavelet as the filter kernel outperforms
the GLRT detector and decreases computational time by a factor of 6. © 2007 Acoustical Society of

America. [DOI: 10.1121/1.2747201]
PACS number(s): 43.30.Wi, 43.60.Bf [WWA]

I. INTRODUCTION

The North Atlantic right whale (NARW), Eubalaena
glacialis, is critically endangered.1 The population size is
estimated to be about 350 individuals due to low population
growth and increasing numbers of vessel collisions and en-
tanglements with fishing gear.2 Monitoring for the occur-
rence of NARW has been accomplished by detecting NARW
contact calls on data recordings obtained from distributed
autonomous hydrophone systems.3_9 More recent monitoring
efforts sample for calling right whales over large areas using
large numbers of broadly distributed, autonomous systems
(>20) for many months at a time. Such large-scale efforts
yield enormous data sets totaling many years, and the analy-
ses of these present an analytical challenge. The method of
data analysis involving human operators to visually and au-
rally evaluate data spectrograms is impractical in projects
which collect huge amounts of data, so the design of effec-
tive automated detection techniques is of critical importance.

The fundamental theoretical difficulty of the automated
detection technique design is that both the whale signals and
ambient noise are random processes with unknown statistical
and spectral properties. As a result, the problem of NARW
contact call detection has no optimal solution. In Urazghildi-
iev and Clark (2006),' the generalized likelihood ratio test
(GLRT) detector was obtained under the assumption that am-
bient noise belongs to the class of Gaussian processes. Such
an assumption is violated for ambient noise contaminated by
impulsive noise. In fact, the class of distributions to which
ambient noise belongs is larger than the class of Gaussian
processes. Therefore, the GLRT detector, which is optimal
within the class of Gaussian processes, does not guarantee
optimality within the full class of possible ambient noise
distributions. It means that there exist detectors different
from the GLRT that provide higher detection performance in
the presence of impulsive noise.

YElectronic mail: iru2@cornell.edu
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Another weakness of the GLRT detector proposed in
Ref. 10 is high computational costs. The reported run-time
needed to compute the GLRT-based statistic using a filter
bank of 12 filters and a 3 GHz processor is approximately
1 h per 1 day of data recording. Correspondingly, with the
GLRT-based statistic, 10 years of data recording would re-
quire about 150 days of continuous computing. Other factors
that can increase the analysis time include a higher sampling
rate and more filters. Involving more processors may miti-
gate the analysis time problem, but in general the high com-
putational cost essentially limits the effectiveness of the
GLRT detector in cases where very large data sets must be
analyzed.

Thus, the fact that the GLRT detector is optimal under
certain conditions does not necessarily mean that it is the
right detector to use or even that is a satisfactory detector.
Although the optimality of the GLRT provides a good start-
ing point, the design of NARW detectors providing the de-
sirable run-time and robustness against the full class of am-
bient noise distributions remains an important practical
problem.

In this paper, the problem of an automatic detector de-
sign is solved with application to the class of passive acous-
tic NARW monitoring systems performing analysis of long-
term data recordings. In such systems, the main requirement
is reduction of run-time without negatively affecting the de-
tection performance. To find a solution, we use some specific
restrictions applied to such a class of systems. We assume
that the automatic detector provides information on the time
of occurrence of signals, but the human operator makes the
final decision by visual inspection of the corresponding areas
on the data spectrogram. As was shown in Ref. 11, in the
case of signals with low signal-to-noise ratio (SNR) the
GLRT-based detector provides higher detection performance
than the human operator. However, the operator will likely
reject weak signals detected by the GLRT detector if the
signals are nonvisible on the spectrogram. Therefore, in the
applications involving human operators in the decision-
making process, only signals with sufficiently high SNR so
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as to be visible in the spectrogram should be detected by the
automatic detector. In the strict sense, applying the short-
time Fourier transform (STFT) to compute the spectrogram
has no statistical motivation. As a result, the heuristic spec-
trogram cross correlation'*'* and the “edge”15 detection al-
gorithms provided lower detection probability under a given
probability of false alarm. However, calculating the detection
statistic from the data spectrogram does result in a decrease
in run-time. Therefore, we find the optimal detector structure
within the class of detectors using the data spectrogram to
compute the detection statistic. As an optimality criterion,
the Neyman-Pearson criterion is used. The resultant detector
is compared with the GLRT in terms of detection perfor-
mance and run-time using data sets collected off Massachu-
setts in Cape Cod Bay and the Great South Channel, and in
the Southeast Atlantic off Savannah, GA, during periods
when right whales were present.

Il. DATA MODEL AND PROBLEM FORMULATION

Let x(¢), t=1,2,... denote the discrete-time-varying data
recorded from the hydrophone system. For any data segment
x(0)=(x(t),x(t+1),...,.x(t+N-1))T € EVN consisting of N
samples, the following hypotheses can be introduced:

Hyx(t) =w(r), H:x(t)=As(\) +w(7) (1)

where  w(f)=[w(r),w(t+1),...,w(it+N-1)]" e EV is the
noise vector; s(N)=[s(1,N),s(2,\N),....s(N,N)]" e EV is the
signal vector; A is a positive scalar representing the signal
amplitude; X is the vector of signal parameters; EV is Euclid-
ean N-dimensional space, and the symbol “7” denotes the
transpose. The null hypothesis H, represents the case of sig-
nal absence, and the alternative hypothesis H corresponds to
the case of signal presence. We assume that N is taken to
ensure that the duration of the segment is close to 1 s, the
typical duration of contact call signals. The a priori prob-
abilities of the hypotheses, p(H,) and p(H), are unknown,
but we assume that'”

p(Hy) > p(H). )

Based of the analysis of the vector x(z), one of the hypoth-
eses, H, or H, will be accepted. Subject to Eq. (2), we intro-
duce the Neyman-Pearson optimality criterion implying
maximization of the detection probability under the given
probability of false alarm.'®'®

Let us introduce the following notations: Uy is the set of
distributions of the data vector x(z); Up, is the set of accept-
able detectors; d € U, is the detector from Ujy; and a(8|d) is
the probability of detection corresponding to the probability
of false alarm, (3, and provided by the detector d.

The problem considered in this paper is to find the de-

tector d e U p that for a given Uy satisfies the condition
a(B|d) = max a(Bld), Bel0,1]. 3)

To derive a detector structure in a closed form that al-
lows practical implementation, the sets Uy and U}, should be
specified.
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The set Up is determined based on practical require-
ments and restrictions applied to the physical system. In this
paper, we consider a class of passive acoustic NARW detec-
tions systems that involve a human operator to run the analy-
sis and to make a final detection decision. Examples of such
systems using autonomous seafloor recorders and autono-
mous real-time buoys for collecting the data are considered
in Refs. 3 and 4. After running the automatic detector, the
human operator confirms the presence or absence of NARW
contact calls by visual inspection of the detections annotated
in the data spectrogram. By this process, only signals visible
on the spectrogram are of interest and should be detected by
the automatic detector.'’ It is assumed that the STFT using a
sliding short-time window of K samples (K<N) and over-
lapped by K, samples is applied to the data samples x(z). Let
the matrix G(i)={G(k,n),k=1...K,n=i...i+Ng—1}
e EF*Ns j=0,1,... denote a spectrogram calculated for the
data vector x(iK;) where K,=K-K,,. Then the hypotheses
(1) can be represented as

Hy:G(i) = Gyl(i), H:G(i) = G5(N) + Gyli), (4)
where the matrices Gg(N) and Gy(i) represent the spectro-
grams of the signal and noise, respectively. The automatic
detector calculates a scalar random variable z(i) as a particu-
lar transformation of the data vector x(iK,). The variable z(i)
is referred to as a statistic.'® The statistic is compared with a
threshold C, and the signal is considered detected if z(i)
= C. We assume that the human operator verifies any event
z(i)=C as a NARW contact call by visually inspecting the
spectrogram G(i). To mitigate the run-time problem, we re-
quire the statistic z(i) to be calculated from the data spectro-
gram, z(i)=z(G(i)). We also make the following assump-
tions: (a) the complete data recording x(7) is available for
computing z(i) and for making a decision; and (b) the human
operator determines the value of the threshold, C, in the data
analysis process based on current noise conditions. For ex-
ample, the operator can set the threshold so as to obtain a
certain number of detections, z(i)= C, per 24 h of observa-
tion, or set the threshold based on the local background noise
level. The problem of choosing the threshold is beyond the
scope for this paper. Instead, we focus our attention on the
problem of optimizing the detector structure. Taking into ac-
count the above-noted assumptions, we restrict Up to the
class of detectors that calculate the statistic z(i) from the data
spectrogram. A more detailed description of Up, is given in
Sec. III.

Observations show that NARW contact calls are tran-
sient, locally narrowband, frequency-modulated signals. The
energy in about 99% of NARW contact calls is distributed
within the 40—250 Hz frequency band. Therefore, we model
NARW contact calls as polynomial-phase signals so that'°

s(t,N) = cos[ 6\(1) + ¢, ()
M

(D) =272 (m)7f 1", (6)
m=1
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FIG. 1. A spectrogram of three NARW contact calls observed in the pres-
ence of ambient noise, including a burst of impulsive noise between the first
and second calls.

A= (f‘o, . ,fM_l)T (S U)\, (7)

where U, is the set of polynomial coefficients, and ¢y is the
initial phase. The admissible set of A can be obtained from
empirical distributions of the model palrameters.10 The poly-
nomial coefficients in Eq. (7) unambiguously specify the in-
stantaneous frequency (IF) of the signal,

1o S

1
[N == == mEO Ful™. (8)

Note that the IF approximates the positions of the peak ab-
solute values of the spectrogram Gg(N). The frequency cor-
responding to the maximum of the nth column of the matrix
G4(N\) can be represented as

f(n,N) = f(nKoy,X). )
This property is important in practice since the visual analy-
sis of the spectrogram is one of the primary methods of sig-
nal detection in bioacoustics. For a quadratic-phase signal,
the first three polynomial coefficients can be interpreted as
follows: f| is the start frequency, and f; and f, represent the
slope and the curvature, respectively. The initial phase is
assumed to be a random value uniformly distributed over the
interval 0—27r. The model parameters {A,\} are assumed to
be unknown and nonrandom.

A spectrogram illustrating three NARW contact calls is
shown in Fig. 1. The spectrogram was computed using the
Fast Fourier Transform (FFT) with rectangular window, K
=256 samples and K,,=128 overlapping samples. The sam-
pling frequency, Fy, was 2 kHz so that the duration of each
short-time segment was K/F¢=0.128 s. Note that a dark area
on the NARW contact call spectrogram represents the IF that
can be approximated by Eq. (9).

Observations show that within the frequency band occu-
pied by signals the statistical and spectral properties of am-
bient noise change dramatically. Ambient noise contains a
continuous random process whose power spectrum density
(PSD) does not change essentially over tens of seconds and
more. We refer to this process as background noise. There is
also a nonzero probability of occurrence of impulsive noise
arising due to human activity (manmade noise), the presence
of acoustically active animals (biological noise), the interac-
tion of the sensor with the medium (mechanical noise), and
other factors. The design of a general noise model feasible
for development of practical detection schemes is a difficult
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problem. As was shown in Ref. 10, the background compo-
nent of noise in Eq. (1) can be modeled as a locally station-
ary Gaussian random process. Impulsive noise is assumed to
be an arbitrary process with finite energy and duration. The
example of ambient noise spectrogram is shown in Fig. 1.
Thus, we assume that ambient noise can be represented as a
Gaussian process contaminated by unknown impulsive pro-
cesses. We define the set Uy to which the distributions of x
belong as'”%

Uy ={W(x - As(\))}, (10)

NH
Uxin, = goW(x) + > eil(x) [,
i=1
(11)

N
281‘:1—80, JH,(X)dX=1,
i=1

X

where W(x) is the distribution of the zero-mean Gaussian
process; g, is a scalar representing the percentage of the
Gaussian process, H;(x) is the distribution of the ith contami-
nating process, €; is a scalar representing the percentage of
contamination by the ith process (gy>¢;), and N, is the
number of contaminating processes. As was shown in Ref.
10, the Gaussian model is acceptable for about 90% of the
observed ambient noise conditions and during any time in-
terval 8—16 s in length, variations in the covariance matrix
of Gaussian noise are negligibly small. Therefore, we sup-
pose that 5= 0.9. The values H,(x), g;, and N, are assumed
to be unknown.

Equations (10) and (11) represent the statistical data
model for the optimization problem, Eq. (3), considered in
this paper. The detailed structure of the set of acceptable
detectors, Up, as well as a technique used to find the optimal

detector d e U p are considered in the next section.

lll. SPECTROGRAM-BASED STATISTICS

A realizable spectrogram-based detection scheme can be
implemented using a bank of two-dimensional (2D) linear
FIR filters. The output of a 2D filter can be represented as a
bilateral convolution of the spectrogram:

K Ng
u(i) = 2 2 Glk,i=n)Q(k,n) = G(i) * Q, (12)
k=1 n=1
where Q(k,n) is the kernel, Q={Q(k,n)} € EX*Ns is the ma-
trix representing the kernel, and the asterisk (*) denotes the
bilateral convolution.

Since background noise is modeled as a locally station-
ary Gaussian process, we implement a normalization of the
spectrogram in the first stage. The normalized spectrogram
can be calculated as

G(k,n) = G(k,n)/B(k), (13)

where é(k) is the noise PSD estimate calculated over the
time interval for which background noise is stationary. Note
that normalization, Eq. (13), is also referred to as

plrewhitening.]7 A robust technique of calculating é(k) based
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FIG. 2. A normalized STFT of the NARW contact call as well as FHAT,
MHAT, exponential, rectangular, and truncated sinc windows in frequency
domain with nearly optimal bandwidths.

on median filtering of G(k,n) was considered in Urazghildi-
iev and Clark (2006)." Substituting the normalized spectro-
gram in Eq. (12), we obtain

u(i)=G(i) * Q, (14)
where G={G(k,n)} € EVs is the matrix of a normalized data
spectrogram.

As follows from Eq. (14), the problem of optimization
of the detector structure can be reduced to finding the opti-

mal kernel, () Since the set of acceptable kernel is infinite,
certain restrictions regarding kernel types must be introduced
to implement a practical solution.

Subject to Eq. (10), the acceptable kernels should be
chosen as a certain approximation of the signal spectrogram:

Q=cGs(N), (15)

where ¢ is a positive constant. A column of the matrix

G(i)| = Gg(N) representing a short-time FFT spectrum of
NARW contact calls is shown in Fig. 2. As Figs. 1 and 2
illustrate, most of the signal energy in any short-time seg-
ment of the signal is concentrated in a limited bandwidth, B,
centered on the IF. The PSD of whitened background noise is
almost uniform, but the bandwidth of impulsive noise can
vary considerably. Therefore, we include bandwidth as a ker-
nel parameter and find the optimal kernel as a function Q
=Q(N,B), A e U,, B>0.

As was shown in Ref. 10, the natural variability of a
signal’s IF is high so no single filter can provide acceptable
detection performance. Therefore, we apply a bank of 2D
linear FIR filters and calculate the statistic from the filter
bank output given by

ﬁ(l’Q) = max u(lsQ(ApsB)), pP= L... Ps Ap € U)\’
14

(16)

where P is the number of filters used in the filter bank, and
u(i,Q()\p,B))=(~}(i)*Q()\p,B) is the output of the pth filter.
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Observe that the sequence (16) can immediately be used
for comparing the statistic with the threshold and making a
detection decision. However, any two values of #(i) and
a(i+n), 0<n<Njy are correlated since overlapping short-
time data segments are used for calculating i(i). As a result,
a vocalization may yield a sequence of statistics that exceed
the threshold. In almost all cases there are no practical rea-
sons to consider more than one value of the statistic per
signal. Therefore, the rate at which the statistic is calculated
on the filter bank output, Eq. (16), should be reduced. We
assume that each nonoverlapped data segment x(jK;) may
contain only one signal. Hence, only one value of the statis-
tic per data segment should be used for the subsequent analy-
sis. To avoid the loss of signal peaks on the filter bank out-
put, the statistics corresponding to the data segment x(jK)
can be calculated as

z(j)=max ¥(j), j=0,1,..., (17)

where the set W(j)={a(jNs+k)),u(jNg+k+1),... a([j
+1]Ng)} represents a sequence of filter bank outputs, and the
index 1<k;<N,, ko=1 is taken to ensure the minimal time
interval N, between two adjacent values of the statistics,
z(j—1) and z(j). This time interval can be chosen as half of
the signal duration, Ny=0.5N. If actual signal duration is
close to N and any two signals are separated by more than N,
samples, the algorithm (17) elicits only one peak value of
(i) per vocalization.

As follows from Egs. (16) and (17), the detector calcu-
lating the statistic z(j) can be specified by a pair d
={P,Q(\,.B)} representing the number of filters P and the
types of the kernels Q(N,,B) used in a filter bank. For highly
variable NARW contact calls, the optimal value of the pa-
rameter P does not exist. In practice, the detection perfor-
mances and computational costs increase as the number of
filters increase. Therefore, the parameter P should be taken
based on an acceptable trade-off between detection perfor-
mances and computational costs. Correspondingly, the detec-
tor optimization problem is reduced to obtaining the clear
form representation for the function Q(N,B) and finding the
optimal value of B such that the statistic z(j) satisfies the
condition (3).

Under an unknown class of noise distributions, Eq. (11),
the analytical solution to this problem does not exist. There-
fore, we propose the following numerical technique.

In a first stage, we introduce various kernel types known
from the literature. Subject to Eq. (15), the kernel approxi-
mating the signal spectrogram should be considered, because
the spectrographic representations of real NARW contact
calls may differ from the polynomial-phase model. There-
fore, we consider such kernels as rectangular, exponential,
“truncated sinc” and “truncated cos.” If impulsive noise is
present, maximization of the criterion (3) can be achieved by
suppressing noise impulses. Our observations show that a
certain percentage of impulsive noises have an almost uni-
form PSD within the frequency band occupied by signals
(see Fig. 1). To reject such noises, we apply the FHAT
(“French hat”) and MHAT (“Mexican hat”) wavelets.’!
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TABLE I. Data sets used when testing the statistics.

Hydrophone Number of
Place of depth NARW calls
Data name recording Time of recording Hydrophone location (m) detected, M
CCB4 Cape Cod Bay, 18 December 2002—18 January 2003 Latitude: N41.934° 31 1284
MA Longitude: W70.181°
GSC02 Great South 1 May 2002—28 May 2002 Latitude: N41.708° 150 1502
Channel Longitude: W69.609°
SESAC04 15 km off 29 November 2004—18 February 2005 Latitude: N31.789° 15 1041

Savannah, GA

Longitude: W80.826°

Let us introduce the variable ry(n)=kF¢/K —f(n,N).
Then the kernels being investigated here can be defined as
follows:

Ql(k,n):{l if [r(n)| <B (18)

0 otherwise

is the rectangular kernel;

7 k(”)2
k,n) = - 19
0,(k,n) eXp{ 52 } (19)
is the exponential kernel;
sinc(ry(n)/B) if |ri(n)| < 2B
Qs(k,n) = . (20)
0 otherwise
is the truncated sinc kernel,
cos(mr(n)/2B) if |ri(n)| <B
Qy(k,n) = . (21)
0 otherwise

is the truncated cos kernel;
1 if |r(n)| < B
Os(k,n)=1-05 if B< |ri(n)| < 2B (22)

0 otherwise

is the FHAT wavelet; and

2 2
RS NE WS

is the MHAT wavelet. Here

. { 1 ifx=0
sinc(x) = (24)

sin(7x)/(mx) otherwise.

Note that using a single MHAT wavelet for calculating the
detection statistic was also proposed in Mellinger and Clark
(2000)." For each kernel Q,,(\,B), m=1,...,6, the optimal
value of the bandwidth is found in the second stage. Subject
to Eq. (3), the optimal kernel bandwidth of the detector

d(B)={P,Q,,(\,,B)} is the value B that satisfies the condi-
tion

a(Bld(B)) = max a(Bld(B)). (25)

In the final stage, the detectors d,,(B,,) with optimal ker-
nels are tested using the criterion (3), and the optimal detec-

tor c}:{P,Q(Ap,é)} and corresponding Kernel Q(Ap,é)
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€{Q,(N,.B),m=1,...,6} are determined. The detectors

d,(B,,) comprise a finite discrete set Up={d, ,ds, ... ,d¢}. For
such a set, the condition (3) can be rewritten as

a(Bld) = max a(Bld,), B e[0,1]. (26)

The result of applying this technique to different empirical
data sets is considered in the next section.

IV. TESTS

Three data sets described in Table I were used in our
tests. The data were collected at a Fg=2 kHz sample rate
using bottom-mounted hydrophone recorders.* The STFT of
the digitized data was computed using a rectangular window,
K=256 samples, and K, =128 overlapping samples. The sig-
nal duration was 1.024 s (N=2048), resulting in Eq. (14)

matrixes, G(i) and Q(A,,B), with Ng=16 columns. The ro-
bust prewhitening algorithm proposed in Ref. 10 was used to

compute the normalized spectrogram G(i). The filter bank
output, Eq. (16), was calculated using P=14 vectors \,
€ U,. The discrete set U, consisting of 271 vectors, N, was
used, and was obtained from training data consisting of 721
NARW contact calls (see Ref. 10 for details). For each de-
tector, the sequence of statistics was computed using Eq.
(17).

The first goal of the tests was to obtain the detector
satisfying the condition (26). The data sets GSC02 and
SESACO04 were used as the training data sets for this pur-
pose. The optimal detector was determined independently for
each data set. An experienced human operator analyzed the
data and determined the time of occurrence, f;, of each
NARW signal by visual inspection of the spectrogram. Using
the data sets GSC02 and SESACO04, two signal sets were
constructed from the data recordings as Us={x(t,)|y.i
=1,...,Mg} where Mg is the number of NARW contact calls
in the data set as detected by the human operator (see Table
I). For a given threshold, the empirical probability of detec-
tion was calculated as a(C)=n(C)/Mg where n(C) is the
number of signal segments for which the statistic exceeds the
threshold, (i.e., the number of events for which z( é(i)|H)
= (). To calculate the probability of false alarm, a number of
data chunks with no detected NARW contact calls and dif-
ferent impulsive noise rates were used. All such chunks were
24 h long so that each kth noise set was constructed as Uy
={X(.jK0)|HO7j=jk7jk+17""jk+MW_1}7 where MW
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=84 375 and the index j, specifies the start time of the kth
noise segment used in the tests. The false alarm probability
was calculated as B(C)=m(C)/My, where m(C) is the num-
ber of noise segments for which the statistic exceeded the
threshold (i.e., the number of the events for which
zZ( f}(i)| HO)BC). The plots of the pairs &(C) and B(C) over
the range of thresholds —oo<<C <o produce the function
a(B|d). This function specifies the detection performance of
the detector, d, and is referred to as the receiver operating
characteristic (ROC).'”8

In the first stage, the optimal bandwidth for each kernel
type was found. For this purpose, the ROC curves were com-
puted for the values of B,={1,3,5,10,15,20,25,30 Hz}.
Some weighting function windows specified by the columns
of the corresponding matrix Q,,(N,,B) with nearly optimal
values of bandwidth are shown in Fig. 2. The results of this
test revealed the following. For the conventional kernels,

Egs. (18)—(21), the optimal bandwidth, B,,, depends on the
total number of impulsive noise events in the sample. When
the number of impulsive noise events is low, the main cause
of decreased detection performance is the variability of sig-
nal parameters. In such cases, the optimal value of the kernel
bandwidth is between 5 and 10 Hz. As the number of impul-
sive noise events increases, the optimal bandwidth of the
conventional kernels [Egs. (18)—(21)] tends to zero. This is
because increased rejection of impulsive noise, and therefore
increased detection performance, is achieved by decreasing
kernel bandwidth. The optimal bandwidth of the FHAT and
MHAT wavelets was invariant to the number of impulsive
noise events. When all training data sets were considered, the

optimal bandwidth of the wavelets was found to be és zéﬁ
€[15,20] Hz. For all training data used in our tests, the

kernels Qs()\p,és) and QG()\p,éb) based on the FHAT and
MHAT wavelets provided the highest a(B|d) under any
given Be[0,1].

In the second stage, the spectrogram-based detectors
were compared with the GLRT, and the data set CCB4 was
used as the test data set. The GLRT detector'® was imple-
mented using the same vectors A, e U, p=1,...,14. To
compute the probability of detection, the signal set, Ug, of
M¢=1284 NARW contact calls detected by the human op-
erator was used. The probability of false alarm was calcu-
lated from six 24 h data samples, Uy, each taken from the
CCB4 data set when no calls were detected by the human
operator. Because of space limitations, only two days of data
recordings when the highest and the lowest number of im-
pulsive noise events were observed (29 December and 31
December 2002, respectively) are represented here. The cor-
responding ROC curves are shown in Figs. 3 and 4.

Figures 3 and 4 illustrate the basic results obtained using
different training and testing data. Within the set Up, the
detectors using the FHAT and MHAT wavelets provided the
highest probability of detection for a given false alarm prob-
ability. In addition, these detectors outperformed the known
GLRT-based detector. This fact can be explained by the fol-
lowing. First, only signals with relatively high SNR and vis-
ible on the spectrogram were used in our tests. For such
signals, the losses in the SNR due to the STFT did not es-
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FIG. 3. (Color online) The values of FHAT-based statistic (top frame) and
the ROC provided by the GLRT and the spectrogram-based detectors using
FHAT, MHAT, and truncated sinc kernels (bottom frame). Data collected at
Cape Cod Bay on 29 December, 2004, when the lowest impulsive noise rate
was observed.

sentially affect the detection performances. Second, ambient
noise included wide-band, short-duration noise transients
(0.1-1 s) and having nearly uniform PSD within the fre-
quency range of 50—150 Hz. This kind of impulsive noise
produces high values of the GLRT-based statistic which re-
sults in an increase in false alarm probability for the GLRT
detector. At the same time, a certain number of wide-band
noise impulses were rejected by the FHAT and MHAT wave-
lets having the property

> 0s(k,n) = 2, Qglk,n) =0. (27)
k k

In fact, the FHAT and MHAT wavelets performed some kind
of preprocessing of the data, thereby providing detector ro-
bustness in the presence of some types of ambient noise. As
a result, applying FHAT and MHAT wavelets ensured better
detection performance as compared with the GLRT-based de-
tector and the spectrogram-based detector with the kernels
specified by Egs. (18)—(21).

It is of interest to note that computing the filter bank
output using the FHAT wavelet is computationally more ef-
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FIG. 4. (Color online) The values of FHAT-based statistic (top frame) and
the ROC provided by the GLRT and the spectrogram-based detectors using
FHAT, MHAT, and truncated sinc kernels (bottom frame). Data collected at
Cape Cod Bay on 31 December, 2004, when the highest impulsive noise rate
was observed.

ficient than the MHAT wavelet, because the FHAT wavelet
requires many fewer multiplications. Indeed, if we introduce

the integer variables k(n)=[f(n,N)K/Fg] and kz=[BK/Fg],
then the FHAT wavelet (22) can be rewritten as

1 if k(n) —kg < k<k(n)+kg
—-0.5 ifk(n)+ky<k<k(n) +2k
0s(kun) = . (n) + kg (n) + 2kg (28)
-0.5 if k(n) —2kg <k <k(n)—kg
0 otherwise.

Using Eq. (28), the pth filter output, Eq. (14), can be repre-
sented as

u(i,N,) = 3,(i,N,) = 0.53,(i,N,) —0.535(i,N,),  (29)

where
Ng-1 k(n)+ky
2’](iaA'p)z 2 2 G(wksi_n)’ (30)
=0 tek(n)—kp
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Ng=1  k(n)+2kg

S,0N)= 2 X

n=0 k:l;(n)+k3+ 1

é(wk,i—n), (31)

Ng—1 k(n)-kg—1

S:N)= > 2 Gleoni-n). (32)

=0 p=k(n)-2kg

It follows from Egs. (29)—(32) that calculation of the FHAT-
based statistic is reduced to a summation of the normalized
spectrogram elements specified by the indexes k(n) and k.

Computational times required to calculate the FHAT-
based detector were tallied using a standard PC with
Pentium-IV 3 GHz processor and MATLAB 7.0 R14. For the
detector with 14 filters specified by Eq. (29), the run-time
was 490 s. This is about six times faster than that required by
the sample-based GLRT detector'® and about two times
slower than that required by other spectrogram-based
detectors.'”™" Relative to the task of analyzing a large data
set with this particular processor, detecting NARW contact
calls in 10 years of data would require about 20 days of
computation time.

Thus, the detector specified by Egs. (16) and (17) and

using the FHAT kernel Q:QS(AP,ES) with Bs=15 Hz has
higher detection performance and provides a significant de-
crease in the run-time as compared with the GLRT-based
solutions. It is important to note that this result was obtained
using given sets Ug, Uy, and Up. In general, the statistical
properties of noise depend on time of day, season, habitat,
type of the sensor used, and other factors, and may differ
from those observed in our tests. Additionally, the admissible
set of kernels is larger than that used here. As a result, ker-

nels may exist that are different from Qs()\paés) and that
have better detection performance. From this perspective, the
proposed solution can be considered as locally optimal over
the given sets Ug, Uy, and Up. However, the large amount of
data used in this test, as well as the similarity of the optimal
detector structures obtained for the different data sets, sup-
ports the conclusion that the proposed solution is highly
likely to yield robust results with high probabilities of detec-
tions and low probabilities of false alarms.

V. CONCLUSION

The problem of detecting NARW contact calls in the
presence of background noise and impulsive noise was con-
sidered. To mitigate the run-time problem, the class of ac-
ceptable detectors can be constrained by the detectors imple-
mented as a bank of 2D linear FIR filters and using the data
spectrogram as the input. Test results demonstrate that the
detector using the FHAT wavelet with a bandwidth of 15 Hz
as a filter kernel maximizes the detection probability under a
given probability of false alarm. This result can be explained
by the ability of the FHAT wavelet to suppress wideband
noise transients having nearly uniform PSD. Another impor-
tant property of the FHAT wavelet is that its implementation
in a filter bank significantly reduces computational costs.

The run-time needed to calculate the proposed detection
statistic is about six times less than that required by the
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GLRT detector. These properties make the detector devel-
oped in this paper an attractive solution for cases requiring
detection analysis of very large data sets.
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Underwater tunable organ-pipe sound source
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A highly efficient frequency-controlled sound source based on a tunable high-Q underwater acoustic
resonator is described. The required spectrum width was achieved by transmitting a linear
frequency-modulated signal and simultaneously tuning the resonance frequency, keeping the sound
source in resonance at the instantaneous frequency of the signal transmitted. Such sound sources
have applications in ocean-acoustic tomography and deep-penetration seismic tomography.
Mathematical analysis and numerical simulation show the Helmholtz resonator’s ability for instant
resonant frequency switching and quick adjustment of its resonant frequency to the instantaneous
frequency signal. The concept of a quick frequency adjustment filter is considered. The discussion
includes the simplest lumped resonant source as well as the complicated distributed system of a
tunable organ pipe. A numerical model of the tunable organ pipe is shown to have a form similar to
a transmission line segment. This provides a general form for the principal results, which can be
applied to tunable resonators of a different physical nature. The numerical simulation shows that the
“state-switched” concept also works in the high-Q tunable organ pipe, and the speed of frequency
sweeping in a high-Q tunable organ pipe is analyzed. The simulation results were applied to a

projector design for ocean-acoustic tomography. © 2007 Acoustical Society of America.

[DOL: 10.1121/1.2751268]

PACS number(s): 43.30.Yj, 43.38.Ew, 43.30.Jx [JAC]

I. INTRODUCTION

Low-frequency broadband underwater sound sources are
used in sonar systems, ocean-acoustic tomography, and seis-
mic deep-penetration profiling systems.l_3 In these systems,
various physical mechanisms are applied to low-frequency
signal generation, such as pneumatic, electromagnetic, mag-
netostrictive, electrostatic, hydroacoustic, and parametric. A
variety of underwater sound sources (including Tonpilz,
Helmbholtz resonator, flexural, and bubble transducer.) are de-
scribed in the scientific literature.*® Sound-source design re-
quires accounting for certain fundamental physical principles
and problems that are inherent in underwater transducers that
use arbitrary mechanisms of energy transformation. Emitted
acoustic energy is proportional to a square volume velocity
and frequency; to produce high-amplitude and low-
frequency signals, an underwater source must generate large
volume displacement. As a result, a sound source with a
small radiation area has a large imaginary part of impedance,
bigger than its real part.

There are two potential approaches to building a projec-
tor with high efficiency and large radiated acoustic power.
The first approach is to increase the amplitude of the dis-
placement. This is accomplished in transducers by using
flexible membranes, bars, or plates of large area and dimen-
sion. Such transducers require complicated and expensive
techniques and in most cases require pressure compensation.

Another option is to use high-Q resonators near the reso-
nance frequency. The reactive part of the resonator in reso-
nance with the radiated signal eliminates the reactance of the
radiation impedance. A high ratio of radiation reactance to

YElectronic mail: moro@webbresearch.com
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the real part of the radiation impedance suggests use of a
high Q of the resonator. Practical experience and common
sense tell us that high-Q resonant sources should have high
efficiency, relatively smaller dimensions, and uncomplicated
design. A narrow-frequency bandwidth is the only disadvan-
tage of such resonant sound sources. Application of the tun-
able or switchable high-Q resonant sound source is one way
to generate signals, which occupy a very large frequency
bandwidth. The projector need not produce a linear, time-
invariant broadband transformation of input signals to gen-
erate a broadband acoustic wave field. The sound source
does not have to emit all components of a broadband signal
simultaneously, as is necessary for linear time invariant sys-
tems. A high-Q narrow-band resonant system can generate a
broadband signal if it is tuned synchronically with the instan-
taneous signal frequency and always maintained in a reso-
nance state. Moreover, it is possible to use both a quick
(instant) switch of a resonance frequency simultaneously
with an instantaneous signal frequency shift and slow track-
ing of the signal frequency. As noted by Larson et al.,”
Munk proposed this method in 1980 as a “‘state-switched”
sound source concept when he was analyzing different ap-
proaches for design of high-efficiency sound sources for an
ocean-acoustic tomography experiment. The “state-switched
acoustic source” can switch among several different resonant
states instantly and synchronically with the discrete fre-
quency manipulated signal. If the source at any moment in
time has only one fundamental resonant frequency and al-
ways maintains resonance with the signal, it radiates a highly
efficient acoustic wave. Reference 10 describes this concept
in detail, with the example of a simple mass-spring harmonic
oscillator and a description of a prototype underwater state-
switched sound source with two states, 810 and 1022 Hz.
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Although a variety of designs for high-frequency state-
switched sources is described in the litelrature,1 =18 there is no
good design for a state-switched transducer with a frequency
smaller than 800 Hz. The state-switched transducer adequate
for frequency coded signal transmission is used in commu-
nications and underwater sonar. Many applications require
neither complex, coded-signal transmission nor simultaneous
transmission of all broadband acoustic-energy spectrum
components. Different frequencies transmitted in sequence,
or swept signals, are appropriate when the medium under
investigation does not change appreciably over the duration
of the transmission. In that case, one can use relatively slow
resonance frequency tuning of a high-Q system correspond-
ing to the instantaneous frequency of the linear frequency-
modulated signal. The swept frequency modulation does not
degrade the time resolution. The Cramer-Rao bound for time
resolution for a system oper@g above threshold and using a
matched filter is oyy=1/(VSNRW), where SNR is the ratio
of total received energy to a spectral level of noise, and W is
the total system bandwidth, not an instantaneous one, and the
only implications of a FM signal is the range-Doppler cou-
pling. In our analysis, we will distinguish total system band-
width from the instantaneous bandwidth of narrow-band tun-
able resonator. The swept frequency transducer meets all the
requirements of stationary systems for ocean monitoring, in-
cluding ocean-acoustic tomography and seafloor monitoring.
Three papers (Refs. 19-21) describe a frequency swept
sound source based on a tunable organ pipe. It is a reliable,
broadband, depth-independent, highly efficient sound source
capable of long-term operation. This makes it superior to the
marine vibroseis,22 which is less efficient, needs pressure gas
compensation, and cannot be used at large depths.

A simple and practical model of a tunable organ pip620
will be used further for simulation of the frequency and time
responses of a tunable organ-pipe source.

This paper’s objective is to consider general aspects of
tunable resonant sound-source theory and to provide detailed
analysis of time-response processes in the practical design of
a real tunable organ pipe. The organization of the paper is as
follows.

Section II provides theoretical analysis of the problem,
beginning with consideration of a general concept for a
“quick frequency adjustment” (QFA) filter. Suppose that a
broadband signal with an arbitrarily changing phase narrow
or wideband phase modulation is required on the output of a
high-Q filter with the bandwidth, which can be much smaller
than signal spectrum bandwidth. A QFA filter is a resonant
filter, whose resonant frequency coincides at any moment
with the instantaneous frequency of the input signal; an ex-
ample is a high-Q tunable projector that maintains resonance
with the transmitted signal at any given moment. Such a
projector has high efficiency and all other advanced charac-
teristics of high-Q resonant systems along with a broadband
radiated signal spectrum. The theory of QFA filters as con-
sidered here is based on the tunable Helmholtz resonator.
Our research shows that a simple tunable Helmholtz resona-
tor can work as a QFA filter: We show analytically and by
numerical simulation that the simplest lumped element tun-
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able resonator can be successfully used as a state-switched
sound source or as a frequency swept source.

In Secs. IIT and IV the analysis moves from the simplest
lumped sound source to a complex distributed system, such
as a tunable organ pipe. A numerical model of a real tunable
organ pipe is developed. The electrical circuit model of the
organ pipe has a form of a transmission line segment and is
equivalent to high-frequency electromagnetic resonator mod-
els. This gives a general form to the results of the analysis.
Computer simulation of an organ pipe conducted in Sec. IV
shows that it can also be used as a highly efficient, state-
switched transducer or a frequency swept projector. The
analysis is then applied to design of a real sweeping trans-
ducer for acoustic tomography and global ocean monitoring.
Section V presents result of tunable organ pipe experimental
testing. The projector described has been used in NPAL 2004
experiments in the Pacific Ocean.

Section VI offers the summary and conclusions.

Il. SIMPLEST SECOND-ORDER TUNABLE RESONANT
CIRCUIT

The ability to change resonance frequency quickly is a
property of any lumped element resonant system of the
second-order. Indeed, the solution for simplest resonant sys-
tem described by the second-order differential equation is
completely determined for any time from half-space t=1, by
x(to) and its derivative x' () =(dx/dr)(t,). The system has no
memory for the parameters or coefficients, and thus no
memory for the resonance frequency. If the resonance fre-
quency switches from w; to w,, the oscillation instantly
changes its wave form from x(¢2)=A; sin(wt+¢;) to x()
=A, sin(w,f+¢,), where A2=\/x2(t0) +x'(t)/ w3 and @,
=arctan(x(to) w,/x’ (ty)) — w,t, are amplitude and phase of a
final oscillation. Note that if the state switches when x(z,)
=0 or x'(1))=0, then the phase does not change value, and
amplitude jumps to the value A,=A;w;/w,; in all other
cases, phase changes as well. To avoid additional phase ma-
nipulation during the frequency change, the original state-
switched concept expected instant resonance frequency
switch only when x(7,)=0 or x’(¢,)=0. The amplitude signal
hop still accompanies any frequency switching in accordance
with A,=+x*(t))+x'%(ty)/ w3. The frequency sweeping or
chirp signal can be performed by the resonance frequency
switching among several frequencies.lo’11 All above-
described formulas were obtained from simple requirements
for continuity of signal, and its derivative. It should be noted
that different variants of that principle can have specific
properties, but, in any case, the state-switched process con-
serves energy, and any energy changing in a high-Q reso-
nance system requires a slow transient process.

To analyze the general concept of a quick frequency
adjustment filter, the system from Fig. 1 is considered. Sup-
pose that a broadband signal with an arbitrarily changing
phase is required on the output of a high-Q tunable filter. The
resonant frequency of the filter is controlled by computer to
match the instantaneous frequency of the input signal at all
times. The QFA filtering can be implemented using a phase-
locked loop (PLL) to follow the changing frequency of the
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FIG. 1. The control system for QFA filter.

signal. The details of such a PLL are provided in Refs. 19-21
and are not included in this analysis. The objective of this
paper is to demonstrate the ability of the QFA filter to repro-
duce a general broadband signal with an arbitrarily changing
phase without constraints on the first- or second-order de-
rivatives, that is, the rates of change, of that phase.

The differential equation for a simplest resonant circuit
in a canonical form is

2
d—;/+25w,d—v+w%V: w?Vp, (1)
dt dt
where 6=1/2Q is the loss factor; Q is the quality, or reso-
nance, factor; and w, is the resonance frequency.

The Helmholtz resonator is the simplest example of a
lumped element resonant system. Several papers describe
tuning methods," ™" and some examples of tunable Helm-
holtz resonators can be found in others (see Refs. 23-26). In
the case of the Helmholtz resonator, the wave forms V|, and
V are the volume velocities and other parameters of Eq. (1):

S
w,=C\/%, (2)

_2M

S 3)

The Helmholtz resonator parameters are: () is the resonator
volume, S is the throat area, [ is the throat length, B=1/K is
the compressibility of water, and K is the bulk modulus.

Our analysis does not include detailed consideration of
the tunable mechanism of the Helmholtz resonator. For ex-
ample, the resonator can be tuned by opening a path to an
additional container with a compressible liquid. As a result,
the resonance frequency w,=w,(f) will be variable. The ob-
jective is to show the potential ability of the Helmholtz reso-
nator to quickly adjust to the signal with a variable instanta-
neous frequency. This ability allows it to radiate a broadband
signal V(z)=A sin(¢(f)) with the continuous instantaneous
frequency w(7)=de(t)/dt by a quick adjustment of the reso-
nance frequency of the high-Q, narrow-band Helmholtz reso-
nator.

The quick adjustment condition means that any time
resonance frequency of the tunable resonator w,(f) is equal to
the instantaneous signal frequency w(1),
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deto)

i (4)

(1) = w(t) =

The radiated signal derivative forms are

V) _ e, oxot)

dt dt
2 2 d 2
d d‘g” =dd‘:§t)A cos(e(1)) (%) Asin(o(d).  (5)

Substituting these formulas into the initial equation (1) and
taking into account the adjustment frequency condition (4),
the form of a drive signal V() becomes

-2 2
Volt) = (d%’)) (25%‘1%” + dde))A cos((1))
1 do(t)
=A(25+ 20 di )cos(<p(t)). (6)

We just proved that Eq. (1) with the right part in the
form

dow(t)

wf(t) Vo(7) =A<25wf(t) + )cos(<p(t))

has the solution V(¢)=A sin(¢(r)). The output of the QFA
filter has the form V(r)=A sin(¢(z)) with the arbitrarily
changing phase ¢(#), if the input signal has the form of Eq.

(6),

(s L do)
Vo(t)—A<25+ wf(t) U

>COS(¢>(t)).

There is no limit on the derivatives of the first or second
order, and no limitation on the phase spectrum bandwidth.

In the simplest CW case, when V(¢)=A sin(w,f), the
wave form for V(1) is

Vo(1) =26A cos(w,t). (7)

In the case of a linear frequency modulated signal (LFM),
when V()=A sin(wyt+0.5a1%), the wave form for V(f) is

Vo(1) = (26 + al(wy + at)?)A cos(e(1)). (8)

The output of the QFA filter in a form V(r)=A sin(wyt
+0.5a%) can be achieved by exciting it with the wave form
in Eq. (8) with no limitation of the rate a. As result, the
system bandwidth can be much larger than the instantaneous
bandwidth of a high-Q tunable system.

The amplitude of signal V,(¢) in Eq. (6) has two com-
ponents. The first component, Adw™!(1), is quasistationary
and has the same form as in CW case. The second,

L dolt)
o2t dt

is a changing of amplitude due to frequency changes during
a time comparable with the period. That component can be
positive (sweeping from low frequency to high frequency) or
negative (sweeping from high frequency to low frequency).
This component is essential only for very fast frequency
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FIG. 2. The response of tunable Helmholtz resonator to fast frequency
sweep from 200 to 1200 Hz for 10 ms.

changes, when from period to period it is changed 20% or
more.

The numerical simulation demonstrates the ability of the
simplest lumped element resonator to quickly adjust its reso-
nance frequency to an instantaneous frequency of a broad-
band signal. The response of a tunable Helmholtz resonator
to a fast frequency sweep of 200—1200 Hz for 10 ms is
shown in Fig. 2. Figure 3 presents the response to a fre-
quency hop of 200-1200 Hz for the same resonator. The
QFA concept allows the generation of very short broadband
chirp signals and generalizes the above-mentioned switched-
state concept. The concept is an inherent property of second-
order lumped-element resonant circuits, but it also applies to
more complicated circuits, such as the organ pipe discussed
in the following as an example of a distributed acoustic sys-
tem.

lll. TUNABLE RESONATOR TUBE

References 18-20 describe a design for a tunable, reso-
nant organ-pipe sound source. It is a very reliable projector
with the ability to radiate swept-frequency signals with high
efficiency, high power, and unlimited operating depth. The
projector is a freely flooded, mechanically tunable organ pipe
with a Tonpilz acoustical driver. A computer-controlled elec-
trical actuator keeps the projector in resonance with the
swept-frequency signal by means of phase-lock-loop feed-
back. This projector combines the efficiency and simplicity
of resonant tube projectors with the possibility of using wide
frequency ranges.

The organ-pipe design is a configuration of two slotted
resonator tubes driven by a coaxially mounted, symmetrical
Tonpilz transducer. To change the resonant frequency of the

TN
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Time, ms

FIG. 3. The response of tunable Helmholtz resonator to instant frequency
hop from 200 to 2000 Hz.
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FIG. 4. Draft drawing of the tuning mechanism of organ pipe sound projec-
tor, the linear actuator is not shown.

projector, the resonator tubes were fitted with slots (or vents)
at a distance of one-third the resonator tube length measured
from the acoustical driver.”” Two stiff coaxial tubular sleeves
of larger diameter move axially along the resonator tubes,
changing the exposure of the slots (Fig. 4). The inertia of the
water layer in the gap between the two coaxial tubes depends
on the position of the sleeves relative to the tube slots. The
position of the sleeves causes a change in the equivalent
acoustic impedance of the slots, thus changing the resonant
frequency. As a result, the resonant frequency varies with the
position of the sleeves relative to the slots. A computer-
controlled actuator moves the sleeves and keeps the projector
in resonance with a swept-frequency signal.

A simplified equivalent electrical-circuit model can be
successfully applied similar to the tunable organ-pipe reso-
nant sound source. The model is based on the similarity of
mechanical differential equations and equations for ordinary
electrical elements, such as capacitors, inductors, resistors,
and transformers.?’ The model is simpler than the finite ele-
ment analysis,20 and it does not need special software or
powerful computers to facilitate the prediction of precise
projector parameters. This model was continuously com-
pared with experimental data from the actual projector test.
The comparison showed that it truly reflects organ-pipe
sound physics. In this model, we did not take into account
the inertia of the aluminum pipe walls, the losses in the
walls, the deformation of the Tonpilz transducer shell, the
radiation from the orifice, or other small details of the actual
projector performance.

Let us assume that a Tonpilz acoustical driver includes
m ceramic stacks in cylindrical form composed of n piezo-
electric ceramic longitudinally polarized cylinders. The en-
tire area of the ceramic stacks is A,. The length of one ce-
ramic cylinder is 7. and the length of all the stacks is /.. The
piezoelectric ceramic polarization direction (three by con-
vention) is in the axial direction. The reduced constitutive
relations'® for a piezoelectric ceramic are shown in the
simple equations

Sy = 55T + dy3Es,

Dy=&lE; +dy3Ts, 9)

where Sj3 is the three-strain component, T; is the three-stress
component, E5 is the electric field in the three directions, and
Dj is the electric displacement in the three directions. The
piezoelectric material properties are given by compliance s§3,
piezoelectric strain coefficient ds3, electric permittivity 83T,
and density p.. The ceramic stack emits sound pressure with
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FIG. 5. Resonant organ pipe equivalent circuit.

a frequency f into the water through a piston with area A,
length /,, and material density p,,.

The acoustic Tonpilz driver is placed between a pair of
open-ended, cylindrical tubes with individual length L, cross-
sectional area A, and thickness /. Each section has orifices
with the area A, formed in the walls at a distance L, from the
acoustic driver. The movable coaxial sleeve has length /; and
radius g, which is larger than the radius of the main tubular
section. The projector tubes are freely flooded with water
(density p, and sound velocity c,).

Figure 5 shows the simplified electrical equivalent cir-
cuit for one-half of the symmetric resonator tubes, where
CbznAcsé(l —k§3)/ t. is the capacity of the piezoelectric ce-
ramic for a clamped circuit, C,=nA gl,/1, is the same capac-
ity for an open circuit, ky3=ds3/ V’s%s’% is the coupling coef-
ficient (a property of the piezoelectric ceramic material),
CCZZCS%AZ/AC is the ceramics stiffness equivalent capacitor,

L 2 ApAd, pﬁ
c= 2772

is the lumped equlvalent inductance of the combined ceram-
ics and piston inertia, R,=(1-A./A,)*mp,f*/c, is the radla-
tion resistance from the Tonpilz center, N=d3;A./(A, v33t ) is
the transformation coefficient, A, is the piston area, L
=p,d/A is the inertia of the water mass in the tubular section
with length d, C=Cyer+ Coan=ABd+2AR,d/(Eh) is the
combined capacitance of the wall stiffness and water com-
pressibility, B=1/(cyp,) is the bulk modulus of water, d
=L/k is the length of one section (where k is the number of
sections in the numerical model and L is the length of the
tube), L" is the variable inductance equivalent for the water
inertia in the gap between_the resonator tube and the mov-
able sleeve, L,,=0.25p,V7r/A is the inductance of the added
mass of the open resonator tube end, and R=p,f>/c, is the
radiation resistance.*’

The key element of the projector design is the variable
inductance L”. The inductance is derived from the position of
the movable sleeve relative to the position of the slot in the
resonator tube. When the slot is completely uncovered, this
inductance can be calculated from Eq. (10) for the added
mass m, of the open orifice, which is

m,=0.5p\TA>>. (10)

When the moving sleeves close the slots, the inertia of the
water in the gap between the resonator tube and the sleeve
increases. The resulting dependence of the variable induc-
tance L* on the displacement for a circular orifice can be
approximately represented by Eq. (11), where x is the dis-
placement of the movable sleeve from the center position,

«_ Po ,(0.50, — x)(0.51; +
b [T Pol x)( X) (11)
2 VA 2rgl,

o
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A short segment of a resonator tube (Fig. 5) with length
dX is simulated by an LC resonant circuit, which can be
described by a simple matrix equation

V. =AV,, (12)
where

Un Ul‘l

Vn=|: :|’ Vn+1=|: +1:|»
In In+1
1 —iwL

A= ) 5 .

—iwC 1-wLC

The admittance of the resonator tube can be calculated from
the continued fraction.

y=iwCy+N*/(1/(ioC,) +iwL, + R, +2), (13)

where

z=iwL + 1/(iwC+ 1/<iwL+ 1/<iwL+ ll(iwC

1
+—+ 1/<iwL+ 1/<iwC
iwL

The radiated volume velocity and pressure sound level P
can be calculated by matrix equation

spl

U0= UN,

I,=Uy/(1/(ioC,) + ioL,+ R, + 2),

Ul =Ilz’
U, | U
Vl - |: 1 ’ Vk - |: k :| ’
I I
1 0
V,=Akl —1 Akly
|
iwL”
Py =20 Log,o(paflL]). (14)

The simulation example of a tunable resonator tube was
accomplished with the parameters listed in Table 1.

The input projector voltage was U=1500 V. The depen-
dence of the sound pressure level re 1 upa at the distance of
1 m versus the position of the movable sleeve is shown in
Fig. 6. The displacement of the sleeve was changed in 2 mm
steps. The resonant frequency depends on a fluently chang-
ing sleeve position, and can be tuned to any frequency in the
200-300 Hz range. The Q factor of the organ pipe was ap-
proximately 100. The model gives a good qualitative assess-
ment of the bandwidth and other resonator-tube projector
properties.
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TABLE I. Piezoelectric-driver and resonator-tube parameters.

Piezoelectric Tonpilz driver parameters

Resonator tube parameters

Length of one ceramic 0.0127 Tube length L (m) 1.397
cylinder 7, (m)

Length of all the stacks /. (m) 0.0762 Tube radius R, (m) 0.1683
Entire area of the ceramic 0.0081 Tube cross-sectional area 0.08899
stacks A, (m?) A (m?)

Compliance s5; (m?/N) 18.5x 10712 Tube thickness /& (m) 0.0095
Electric permittivity &1, (m?/N) 11510.2X 10712 Orifice distance L, (m) 0.4572
Piezoelectric strain 253X 10712 Orifice area A, (m?) 0.0768
coefficient ds3(C/N)

Ceramic density p, (kg/m?) 7500 Gap under sleeve g (m) 0.002
Pipe length [, (m) 0.06985 Coaxial sleeve length /; (m) 0.02
Material (aluminum) density p, (kg/m?) 2700 Water density p, (kg/m?) 1005
Piston area A, (m?) 0.061311 Sound velocity ¢, (m/s) 1490
Number of piezoelectric 6 Compressibility of water 4.9416e-01
ceramic cylinders n B (m?/N)

Number of ceramic stacks m 4 Young modulus E (N/m?) 6.895e+09

IV. TUNING PROCESS SIMULATION

The electrical circuit model can be used to simulate the
resonant-tube tuning process. In a time domain analysis, the
model (Fig. 5), can be rewritten as a differential equation
system for capacitor voltages and inductance currents. Note

that voltages U, (7), U,(r) are measured in different places on
the cirguit, and resistor R, is not taken into account,
du,(t) dUy@1) 1

—1(1),
dt d  C, 10
dl, (1) |
?zL AT
dU,(r) 1
d—zt = (1) = 1,(0),
dlL(1) 1
;’t =Z(U2—U3),
dUs;(n) 1
— = o0 -50),
dlo(t) 1 1
]c(iot =Z(Uko—Uk0+1)+EUko,
dl,() 1
g)t =Z(Uko—Uko+1),
dUp (1) 1
"C‘;‘ = =l = Lo (),
dl,(r) 1 R
=—Ut)— —I(¢t 15
o =L U0 T I0 (15)
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The radiated volume velocity and sound pressure level
are represented by the output current I,(z).

The implicit Crank-Nicholson method was used for nu-
merical simulation of the ordinary differential equation sys-
tem. Figure 7 presents the solutions.

The instantaneous frequency hop is presented in Figs.
7(a) and 7(b). The exciting signal is shown in gray. This
signal is shifted 90° from the output because of the capacitor
C.. The signal maintains the same phase relative to the out-
put signal during the entire process. The frequency shift in
the reference signal is 100 Hz. The orifice area was instan-
taneously opened to provide a corresponding change in the
organ-pipe resonant frequency. Engineering such a fast
acoustical vent presents a special technological problem that
is not considered in this paper. This type of acoustical modu-
lation can be accomplished, for example, by blocking mov-
able piston vibrations using magneto-rheological liquid or
other technologies.ll*18 The purpose of this research is to
demonstrate the possibility of such an approach. The simu-
lation shows that simultaneously changing the excitation sig-
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FIG. 6. The sound pressure level of a tunable resonator tube for different
positions of a movable sleeve; the difference between any two displace-
ments is 2 mm.
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FIG. 7. (a) The transient response for a frequency hop from 200 to 300 Hz
at time moment 7=0. (b) The transient response of a tunable organ pipe for
a frequency hop from 200 to 300 Hz at time moment #=0, large time scale.
(c) The tunable organ pipe frequency sweeping from 200 to 300 Hz for
50 ms.

nal and the resonance frequency of a tunable organ pipe
leads to a quick change in the radiated wave form. The dif-
ference with a Helmholtz resonator is an irrelevant transient
process in high-frequency resonance harmonics. The high-
frequency response process is approximately 100 ms, with
amplitude fluctuations of about 10%. However, the high-Q
organ pipe retains the ability for quick frequency hopping.
The same conclusion applies to fast frequency sweeping.
A sweep from 200 to 300 Hz was simulated with the same
equation system (15) and presented in Fig. 7(c). There is a
small transient response to the sweeping of the sound source
frequency from 200 to 300 Hz for 50 ms. These transient
fluctuations can be easily corrected using phase locked loop.

V. EXPERIMENTAL TESTING OF TUNABLE ORGAN
PIPES

Three identical, tunable, organ-pipe projectors with fre-
quency swept signals were built for ocean-acoustic tomogra-
phy and long-range sound propagation experiments in spring
2004. During manufacture, the wall thickness was changed
from 0.0095 m, as was used during simulation, to 0.0125 m.
As a result, the resonance frequency increased to 25 Hz and
sources were sweeping from 225 to 325 Hz. The prototype
source manufactured with a 0.0095 m wall* swept in the
expected 200-300-Hz frequency band. Unfortunately, the
first prototype used an actuator with a very low rate, which
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FIG. 8. Low frequency deepwater sound source in the SCRIPPS testing
pool.

did not allow testing of high-rate frequency sweeping. The
system used a tunable organ-pipe resonator with an electro-
mechanical actuator and interior hydrophone, which were
combined into a PLL controlled circuit. The linear mechani-
cal actuator moved the coaxial sleeve to maintain resonance
with the instantaneous frequency of the signal transmitted.
The system was built for long-term ocean monitoring in deep
water (~5000 m), and it was equipped with a battery set, a
low-consumption controller, a hybrid rubidium clock, and an
acoustic navigation system. Figure 8 is a recent photo of the
sound-source system in the Scripps Institution of Oceanog-
raphy test pool. Before deployment in 2004, the system was
tested in the Seneca Lake Sonar Test Facility. The results of
that test are presented in the following.

Although three sound sources were built with approxi-
mately equal parameters, only one of them will be consid-
ered in this paper. The complete sound-source system, con-
nected to a standard measurement system, was submerged in
a vertical position to 95.4 m below the surface platform. The
hydrophone was located 11.41 m from the source and at the
same depth.

The main parameter of the long-term system is its effi-
ciency. The test shows that the tunable organ pipe has the
expected high efficiency of an ordinary organ pipe and ap-
proximately the same directivity with 3 dB gain in a vertical
plane. In a horizontal plane, the source, with attached rigid
electronics housing, is omnidirectional. Figure 9 shows the
efficiency of the sound source. Note that this efficiency was
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measured by an automatic test system, which plots the effi-
ciency for omnidirectional or isotropic projectors. The actual
organ pipe was closer to the dipole than to the omnidirec-
tional source and, hence, its real efficiency was smaller. Nev-
ertheless, even after correction for directivity, the efficiency
of the source is very high.

The sound-source system incorporated a powerful Tec-
nadyne Inc. linear actuator capable of a 5 cm/s maximum
stroke rate. To sweep the frequency over 100 Hz, the actua-
tor needed to shift the sleeve 10 cm. To save power the ac-
tuator was used at one-third of its rated voltage; nevertheless,
it could move 8 cm in approximately 3 s, allowing us to test
for high-rate sweeping and to check the above-described
theory.

We conducted sound-source testing for three different
durations of 100 Hz frequency sweeping: 135, 10, and 5 s.
All tests were done with the PLL system active. Transmis-
sion of each broadband 225 to 325 Hz swept frequency sig-
nal begins with a section of CW signal with a 225 Hz carrier
frequency. This signal is used to adjust the resonant fre-
quency of the system to the start position before frequency
sweeping begins. The PLL feedback continues to function
over the period of the swept signal transmission, keeping the
resonant frequency in compliance with the instantaneous sig-
nal frequency. Figure 10 shows the spectrogram of the three
signals with the different frequency-sweeping rates. The sig-
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FIG. 10. Spectrogram for 135, 10, and 5 s sweep over 100 Hz bandwidth.
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nals were transmitted in a series with a small interval be-
tween them. The flat part of the spectrogram plots the start
position’s adjustment period.

The correlation functions between the reference signal
and the actual transmitted signal are shown in Fig. 11. A
solid line plots theoretical dependence in Fig. 11, which
demonstrates very good agreement between theoretical and
experimental correlations. The internal digital controller ana-
lyzed and recorded PLL error, which was only a few degrees.
The error increased for the initial part of 5 s frequency
sweeping, which explains the difference in theoretical and
experimental correlations in Fig. 11. This initial PLL error
increased when the test was run for a 3 s sweep. The PLL
worked for the 3 s, 100 Hz frequency swept signal but ex-
hibited a large phase error at the beginning that resulted in a
decrease in amplitude. The effect can be explained by the
movable sleeve’s inertia. A more powerful motor was needed
to move the heavy sleeve at the necessary speed. Neverthe-
less, after 1-1.5 s of acceleration, the sleeve reached the
necessary position and speed, and it worked well during the
last part of the signal. Based on our analysis and experimen-
tal research, we conclude that, with a light sleeve made of
composite carbon-fiber materials, the system can provide fre-
quency sweeping in a 100 Hz band for a fraction of a second.
After testing in Seneca Lake, two deep-water sound sources
were successfully used in the SPICE04 and LOAPE (2004)
experiments.

VI. CONCLUSION

Computer simulation and field testing of a low-
frequency sound source with a variable resonant frequency
shows that this design is highly efficient and exhibits signifi-
cant ability for fast frequency change. A resonant tube sound
source with a computer-controlled resonant frequency can be
used for radiating broadband swept frequency signals at the
rate of 100 Hz for a few seconds and with a lighter sleeve for
a fraction of a second. Computer control enables holding the
resonant frequency in compliance with the instantaneous sig-
nal frequency with a very small error. The correlation func-
tion of the linear frequency modulated signal is very close to
the theoretical one. The frequency bandwidth of such a pro-
jector can reach a value of 0.7 to 0.8 of the central frequency.
This sound-projector system is easily deployed and can op-
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FIG. 11. (Color online) Correlation function for 135, 10, and 5 s,
225-325 Hz frequency sweep. Seneca Lake Sonar Test Facility, 3 May
2004.

erate on alkaline batteries for a long-term period. It is rec-
ommended for deep-water research, such as ocean-acoustic
tomography and deep-penetration seismic profiling.
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Design guidelines of 1-3 piezoelectric composites dedicated to
ultrasound imaging transducers, based on frequency

band-gap considerations
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Periodic piezoelectric composites are widely used for imaging applications such as biomedical
imaging or nondestructive evaluation. In this paper such structures are considered as phononic
crystals, and their properties are investigated with respect to periodicity. This approach is based on
the investigation of band gaps, that strongly depend on the properties of the considered composites
(geometry, size, nature of materials). It is motivated by the fact that band gaps in principle allow one
to excite the thickness mode without exciting other parasitic propagating waves. The used
plane-wave-expansion method has already been applied to periodic piezoelectric composites, but, in
contrast to previous approaches, not only waves propagating in the symmetry plane of the composite
are considered, but also waves propagating with a nonzero angle of incidence with this plane. The
method is applied to a representative 1-3 connectivity piezocomposite in order to demonstrate its
potentialities for design purposes. The evolution of band gaps is explored with respect to the wave
vector component parallel to piezoelectric transducer-rod axis. All bulk waves that contribute to the
setting up of plate modes in the vicinity of the thickness mode are found and identified. © 2007

Acoustical Society of America. [DOI: 10.1121/1.2749462]

PACS number(s): 43.38.Ar, 43.35.Cg, 43.38.Hz [AJZ]

I. INTRODUCTION

Modern ultrasound probes for biomedical imaging or
nondestructive evaluation are currently based on piezoelec-
tric composites, such as well-known 1-3 connectivity
piezocomposites.l 1-3 piezocomposites are two-dimensional
arrays of piezoelectric ceramic rods embedded in a polymer
matrix. They are known to overcome some limitations thanks
to the combination of the physical properties of their differ-
ent component materials.>? They exhibit a lower acoustic
impedance than full piezoelectric ceramic plates thanks to
the polymer phase, allowing for an easier and more efficient
impedance matching with media like water or organic tis-
sues. The bandwidth is improved with the increase of the
electromechanical coupling beyond that of the full ceramic
plate. The polymer phase finally allows one to reduce cross
talks between elements, and to shape the piezoelectric active
material on curved surfaces to focus the ultrasound beam.
Composites based on single crystals are also currently stud-
ied, and are capable of exhibiting higher electromechanical
coupling factor yielding an increased bandwidth when in op-
erating conditions.

Due to their heterogeneous—namely massively
periodic—structure,  piezocomposites  exhibit = Bragg-
diffraction modes, also called lateral modes.”” Considering
thick composite plates, compared to the period of the com-
posite, lateral modes are due to transverse waves, polarized
along the rod axis, that propagate along the symmetry plane

Y Author to whom correspondence should be addressed. Now with Imasonic
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of the structure, and that partially reflect on ceramic/resin
interfaces. Lateral modes appear when the wavelength be-
comes of the order of the composite period. By decreasing
the thickness-over-width ratio, they couple with the pure lon-
gitudinal compression mode, so that high aspect ratios of
piezoelectric rods are required to prevent the appearance of
lateral modes in the operation bandwidth. Lamb-like waves
can also propagate along composites and may be excited.
Composite properties intrinsically depend on size and shape
of their active inclusions and on materials. In particular,
composites exhibit frequency band gaps—i.e., frequency
ranges where no wave can propagate without vanishing—
which width highly depends on the composite physical char-
acteristics. These specific properties have to be taken into
account during their conception, especially to take advantage
of band gaps in order to avoid or to lower parasitic modes.

We have recently proposed an extended plane-wave-
expansion (PWE) method, able to take into account piezo-
electric and anisotropic materials.® Usual dispersion curves
and harmonic admittance of 1-3 connectivity piezocompos-
ites were computed by this mean. Such dispersion curves
only account for waves propagating parallel to the symmetry
plane of the composite without normal component. A finite-
element analysis coupled to a boundary-element method has
then been proposed to compute harmonic responses of any
periodic ultrasonic transducers, as well as mutual responses
related to cross-talk phenomena between elementary cells.
This method has been applied to 1-3 piezocomposites9 as
well as to micromachined ultrasonic transducers. '’ Assuming
plane radiation surfaces, it allows one to obtain qualitative
and quantitative information about the expected electrome-

© 2007 Acoustical Society of America



chanical response of a specific periodic transducer, by ac-
counting for a backing, for matching layers, or even for a
radiation medium. Nevertheless, each analysis of a given
transducer takes relatively long computation times, espe-
cially two-dimensional periodic transducers that require to
consider three-dimensional geometries. Prior to the compre-
hensive study of the response of a specific composite-based
ultrasound probe, it is helpful to make use of simulation tools
allowing for a systematic investigation of composite proper-
ties related to its physical and geometrical characteristics.

Considering piezocomposites as phononic crystals,“’12
we propose in this paper a different use of the plane-wave-
expansion approach to investigate theoretically the influence
of geometries and materials on the composite behavior, in
particular on the existence and width of phononic band-gaps.
Practically, it consists in studying the evolution of dispersion
curves by taking into account a nonzero normal component
of  waves—considering the symmetry plane of
piezocomposites—propagating in an infinite composite
structure. Lateral modes, experimentally observed in com-
posite plates dedicated to ultrasound probes, have always
been considered as purely transverse waves propagating in
the symmetry plane of the composite and polarized along the
inclusion axes, when studied with a plane-wave expansion.
Actual observed lateral modes in piezocomposites have a
longitudinal component along the rod axes, and their behav-
ior, depending on this component, is presented.

Section II summarizes the plane-wave-expansion analy-
sis, extended to account for nonzero normal component of
the wave vector. The method is then applied to an usual
biperiodic 1-3 piezocomposite in Secs. III and IV, for which
the evolution of band gaps is shown and an analysis of the
piezoelectrically coupled waves is performed.

Il. BRIEF REVIEW OF THE PLANE-WAVE-EXPANSION
METHOD

A detailed description of the so-called PWE method for
piezoelectric materials was reported in Refs. 8 and 13.

According to the Bloch-Floquet theory, any electrome-
chanical field h(r,7) propagating in periodic structures can be
expressed as infinite series whatever the dimension of the
periodicity

h(r,H)=>, hg(k,w)exp(j(wt =k -r—G -r)), (1)
G

where r=(x;,x,,x3), k is the wave vector and G are the
vectors of the reciprocal lattice,14 h stands for either the dis-
placements u;, the stresses T;, the electric potential ¢, or the
electric displacement D;. Similarly, material constants (den-
sity, elastic, piezoelectric, and dielectric tensors) are ex-
panded as Fourier series. Each elementary cell of the com-
posite material can consist of several inclusions with
different sizes and shapes, trapped in a general matrix."

Separately inserting Bloch-Floquet and Fourier expan-
sions in the usual constitutive relations of piezoelectricity,
and in the fundamental equation of dynamics and Poisson’s
equation for insulating media, yields two very compact sys-
tems
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jTik,0) =AUk, 0) (i=1,2,3), ()

w’RU(k, ) =T,(jT (k,0)), (3)

where R and gij are the spectral mass-density and material-
constant matrices, respectively. The diagonal matrices T’
contain the components of the wave vector and of the

reciprocal-lattice vectors. T(k,w) and U(k,w) are vectors
containing successively spectral coefficients T;g(k,w) and
uglk,w) of Tr,t)=(T;,T,T5,D;)T and u(r.?)
=(uy,uy,u3, )7, after truncation of series to a finite number
of terms.

From these equations, it is possible to obtain, after some
algebra, an algebraic system similar to that of
Fahmy—Adlerl(”17 and Peach'® in the case of finite- and semi-
infinite-thickness stratified structures.® In the case of an infi-
nite composite material, Egs. (2) and (3) directly yield the
generalized eigenvalue problem

@’RU(k, ) =T (k)A,T (k) Uk, w). (4)

J
Finally, generalized displacement vectors can be computed
for each solution (r) of Eq. (4) following

L
u (1) = B(r)ej(w“)r—k-r)E e—jG[-rug}Z(hw(r))’ (5)
I=1

where the coefficients B"”) depend on the normalization used
in the solver. All these developments still are available what-
ever the dimension of the periodicity (one-, two-, or three-
dimensional periodic composite material).

In next sections, we deal with the case of an usual (1-
3)-connectivity piezocomposite, as represented in Fig. 1.
Computations have been performed considering 16X 16
terms in each of the Fourier and Bloch-Floquet series, ensur-
ing a satisfying convergence.

lll. “IN-PLANE” DISPERSION CURVES

The considered piezoelectric composite, representative
of active materials used in modern ultrasound probes, con-
sists of square-section piezoelectric ceramic (PZT) rods
(P1-88 from Saint-Gobain Quartz et Silice) embedded in an
epoxy matrix. The period d; of the composite is arbitrarily
fixed to 100 um for a PZT-rod width equal to 70 pum. Prac-
tically, the important parameter is the filling fraction of PZT
rods equal to 0.49.

The so-called “in-plane” dispersion curves are first dis-
cussed. Usual dispersion curves, used to compute frequency
positions of lateral modes,’ correspond to waves propagating
parallel to the plane of the structure (plane (x;,x,)) as repre-
sented in Fig. 1(a), meaning that ks—the wave-vector-k com-
ponent normal to the piezocomposite plane—is zero. Consid-
ering lines of high symmetry of the studied composite, such
dispersion curves are represented in the first Brillouin zone'
reported in Fig. 2.

This kind of representation is sufficient to exhibit abso-
lute frequency band gaps, in which no wave can propagate
whatever the polarization. Figure 3 shows such in-plane dis-
persion curves for k;=0 (Fig. 3(a)), and also dispersion
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FIG. 1. 1-3 composite consisting in infinite square-section rods embedded in
a matrix. A wave—wave vector k—propagates (a) along the symmetry plane
(x7,x,) of the composite, (b) with a nonzero incidence angle.

curves for nonzero values of k3, corresponding to waves
propagating with an incidence angle with the composite
plane as indicated in Fig. 1(b). The interest in such disper-
sion curves is that piezoelectric composites principally vi-
brate along x; in usual conditions of operation.

Because results only depend on the filling fraction, we
define a normalized wave vector y=kd, /2. Figure 3 shows
the frequency evolution of modes for y; equal to 0, 0.12,
0.16, 0.18, 0.19, 0.2, and then 0.4 and 0.8. One can recognize
in Fig. 3(a), along the I'-X path (propagation along x,), the
well-known first three modes, namely the shear horizontal

AX, k
4 22
Ay
\\
Y M
T
A
Fall - S ok,
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FIG. 2. Wave propagation in the first Brillouin zone, by taking into account
composite and material symmetries. The path I'-X-M-T" accounts for
phononic band gaps of the structure.
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(SH), shear vertical (SV), and longitudinal (L) modes (polar-
ized along x,, x3, and x;, respectively). The fourth branch
denoted (T) is similar to a torsional mode, for which PZT
rods exhibit a rotating displacement around their axes. These
modes are also identified for the I'-=M path (propagation
along the diagonal). The same kind of identification is more
difficult for the X—M path, located on the edge of the first
Brillouin zone, since waves are stationary along x; with two
neighboring cell lines vibrating in opposite phase. One can
also comment on the existence of absolute band gaps which
move as k; increases. Their behavior is described in Sec.
IV A.

Following the evolution of modes in Figs. 3(b)-3(f) be-
tween y3=0.1 and y;=0.2, one can observe crosses between
branches with a particular behavior at points X and M. Ex-
changes of modes can indeed occur between two different
paths, for instance, I'—X and X—M, when two branches cross
each other at point X. Two of these crossing points are re-
ported in Figs. 3(c) and 3(d), and one can follow the inver-
sions of modes numbered from 1 to 3. Such a behavior of
dispersion curves is caused by changes in the principal po-
larization of modes related to their propagation direction.
Waves first propagate along a certain direction in the (x;,x,)
plane for k3=0, and finally propagate principally along x5 for
enough high values of k3, so that the polarization direction of
modes changes when k5 increases.

For y;=0.4 (Fig. 3(g)), the propagation direction is prin-
cipally along x3. The first two modes correspond to quasi-
transverse modes, polarized along x, (F2) and x, (F1), re-
spectively, when traveling through path T'=X. They
correspond to a flexural behavior of the PZT rods. SH and
SV modes for y;=0 become flexural modes, i.e., shear
waves propagating along the rod axes. The third and fourth
branches are torsional (T) and quasi-longitudinal (L) modes,
respectively. The longitudinal mode (L) propagating along
the plane of the composite becomes a quasi-longitudinal
mode propagating along rod axes. One can note that the
quasi-longitudinal mode is located in an absolute band gap.
Finally, for y;=0.8 (Fig. 3(h)), the quasi-longitudinal mode
disappears due to coupling with lateral modes which is ex-
plained in Sec. IV B. The operation mode in ultrasound im-
aging or nondestructive testing is the longitudinal vibration
along rod axes with the requirement to avoid or minimize
parasitic contributions such that Lamb-like modes propagat-
ing along the composite plane or lateral modes due to Bragg
diffraction.

IV. “OUT-OF-PLANE” DISPERSION CURVES
A. General structure

In designing composites for imaging applications, we
intend to isolate the thickness mode from any other parasitic
mode in order to minimize cross coupling. In that way, we
first investigate the evolution of absolute frequency band
gaps, observed previously, when the propagation parameter
v; along the normal to the piezocomposite plane varies. One
performs a projection of in-plane dispersion curves into the
plane (f,k3), as illustrated in Fig. 4.

Wilm et al.: Band-gaps in piezocomposites
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FIG. 3. In-plane dispersion curves for different values of vy;: (a) 0, (b) 0.12, (c) 0.16, (d) 0.18, (e) 0.19, (f) 0.2, (g) 0.4, and (h) 0.8. Gray areas indicate band

gaps.

Results are reported in Fig. 5, and a close-up in Fig. 6.
For this diagram only, 10 X 10 terms in series have been used
in computations, because of time consumption. Band gaps
labeled from A to E in Fig. 3 are indicated. Considering all

J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

possible incidence angles of propagation and not only propa-
gation in the plane of the composite, one first notes that there
are not absolute frequency band gaps any more, i.e., no fre-
quency range where no mode propagates whatever the value

Wilm et al.: Band-gaps in piezocomposites 789



ks

FIG. 4. Projection of in-plane dispersion curves into the plane (f,k;) in
order to obtain out-of-plane dispersion curves.

of y;. Nevertheless, we continue to call “band gaps” labeled
zones where no wave can propagate for a given value of s,
whatever y; and v,.

In the specific case of the studied composite, the veloc-
ity of the bulk-epoxy shear wave is the minimal velocity that
a wave can reach either in epoxy or in PZT. Due to the nature
of the composite, band gap A extends beyond this intrinsic
limit. The other band gaps move in frequency, vary in width,
and finally disappear when 7; increases.

Figures 3(g) and 3(h) allow one to distinguish branches
numbered from 1 to 4, which correspond to projected flex-
ural, longitudinal, and torsional modes, respectively. Since
the longitudinal mode is the one used for imaging applica-
tions, one can consider that it is partly isolated when located
between band gaps B and D. Furthermore, the torsional
mode is not piezoelectrically coupled, and coupling of the
longitudinal mode can occur only with flexural modes 1/2
when considering the normalized-frequency range between
750 and 1300 Hz m. By locating the longitudinal mode be-
tween frequency gaps, one can choose an operation point and
fix a value for 73, namely a value for the ratio d;/\; where
N3 is the wavelength along x5, and finally for the pitch-over-
thickness ratio of the composite.

From this approach, it can be seen that it is possible to
perform a systematic analysis considering materials and ge-
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FIG. 5. Out-of-plane dispersion curves for all values of components k; and
k, of the wave vector. White areas correspond to couples (f,k3) for which no
wave propagates.
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ometries of composites in order to obtain configurations that
optimize band gaps in which the longitudinal mode has to be
located.

B. Modal environment of the longitudinal mode

In order to precise the “modal” environment of the
thickness mode when fixing an operation frequency (corre-
sponding here to the antiresonance), we plot out-of-plane
dispersion curves for fixed values of kH=(k1 ,k)T, in particu-
lar for kj=0 (point I'), and for (,=0.25,y,=0) which cor-
responds to waves propagating along x; (midpoint on the
path I'=X). Results are shown in Fig. 7.

By computing the generalized displacement according to
Eq. (5), mode shapes allow one to identify potentially
coupled modes, meaning modes that can be excited regard-
ing the symmetry of the structure and of the considered ex-
citation (this latter related to parameters 7y, and ,). In par-
ticular, the so-called lateral modes, due to Bragg diffraction,
are investigated. Most of the proposed developments to in-
vestigate lateral modes by the use of PWE analysis consid-
ered in-plane propagation (see, for instance, Ref. 6). Never-
theless, lateral modes in piezocomposites have a normal
component in terms of wave vector.

Figure 7(a) corresponds to the usual case of a synchro-
nous vibration (excitation) of the whole composite, for which
lateral modes have been investigated—one has to note that
subelements inside an electric pixel of a phased array, for
instance, also vibrate synchronously and are liable to exhibit
lateral modes. Potentially coupled modes are plotted in solid
lines. For y; lower than 0.5, the first coupled mode is the
longitudinal one, whereas the other modes correspond to the
numerous lateral modes. Considering the longitudinal mode
and the first lateral mode around y;=0.6, one first observes a
coupling between them when the branches are close, and
then an inversion in vibration, in other words the branch of
the longitudinal mode becomes that of the first lateral mode
beyond 0.6. Rigorously, the one of the first lateral mode
should become that of the longitudinal mode, but this kind of
phenomenon also occurs between the numerous lateral
modes successively, so that pure longitudinal mode does not
exist anymore for 3 greater than 0.5.

2500 %
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FIG. 6. Close-up of Fig. 5.
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Let us now assume that the operation point is y;=0.4,
then fixing the anti-resonance frequency and locating the
longitudinal mode between band gaps. The arbitrary chosen
period of 100 um, corresponds to a wavelength A3 of
250 um, namely a thickness of the composite equal to
125 pm.

For this chosen value, Fig. 8 gives the displacement
fields of modes when the composite vibrates synchronously,
including the fundamental longitudinal mode, the first, sec-
ond, and higher-order lateral modes. First and second lateral
modes arise for y;=vy,=1 and for y,=7y,=2, respectively,
but are located at point I' when representing dispersion
curves in the first Brillouin zone.'* They are due to the ap-
pearance of band gaps considering the SV mode, for y;=0,
or the L mode, for y;=0.4, for which the polarization is
principally along x5. At point I, the wave-vector components
ky and k, are equal to 27n/d, where n is an integer. It means
that the wavelengths \; and \, are equal to d,/n, depending
on the considered mode. When 7 is not zero, the wavelength
becomes equal or a fraction of the period, resulting in the
so-called lateral modes due to Bragg diffraction in the peri-
odic structure analogous to a crystal. Considering, for in-
stance, a wavelength equal to the period, vibration nodes can
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FIG. 8. Magnitude and phase of the normal displacement u; of an elemen-
tary cell when all cells vibrate synchronously (y,=v,=0) with a normal
component y;=0.4. Reported modes correspond to potentially coupled
modes in Fig. 7(a) in increasing-frequency order. Mode (a) is the fundamen-
tal longitudinal mode, whereas modes (b) and (c) are the first and second
lateral modes, respectively.
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FIG. 9. Mode shape for the S, and S, Lamb waves.

be located at the center and the edges of the elementary cell,
or alternatively at N/4 compared to the previous position,
resulting in two different vibration frequencies for the same
wavelength, so that a frequency band gap is created. In Fig.
8(b), only the second case is represented, corresponding to
the vibration compatible with the symmetry of the compos-
ite, when considering the electric excitation used in opera-
tion. Higher order modes in Fig. 8 correspond to higher val-
ues of n, and to more complex vibration modes due to
multiple reflections of waves between interfaces.

If one considers dispersion curves for y;=0.25 in Fig.
7(b), the two first solid lines, corresponding to SV and L
modes, respectively, are close together around y;=0.15, and
the L mode for y;>0.15 is located in the continuation of the
SV mode for y3<0.15. It is due to a transition from SV
mode to L mode, both polarized along x5, when ;3 increases.

For a given thickness, the wavelength of fundamental
modes is )\gl):Zh, but such plate composites can also vibrate
with wavelengths of higher order such as )\g3>=2h/ 3, namely
v;=1.2 in our case, as indicated in Fig. 7(a). Practically, at
frequencies higher than that of the pure thickness mode, one
obtains a superimposition of fundamental lateral modes with
their harmonics, which wavelength )\(33) is a third of that of
the fundamental modes, but which frequencies are not three-
fold in comparison with the fundamental ones. In particular,
that means that, when mapping the normal displacement
fields of a composite, for instance, with an interferometric
laser probe, one cannot know if the observed lateral mode is
the fundamental or the harmonic.

Finally, waves can propagate along the plane of the
composite for other values of k, such as Lamb-like waves S,
or S, according to the definition given in Ref. 19. In that
case, the normal wavelength is infinite (k3=0), or equal to
the thickness, as can be seen in Fig. 9, meaning that y; is 0
or 0.8 for our specific configuration. The corresponding
coupled modes are reported in Fig. 7(b) by means of square-
shaped dots for (y,=0.25,v,=0). The first indicated bulk
modes at 0 and 0.8 yield S, and S, Lamb waves, respectively,
also corresponding to modes labeled (L) and (F1) in Figs.
3(a) and 3(h), respectively. The S, frequency is close to the
thickness-mode one, as it has been observed experimentally
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FIG. 10. In-plane displacement field ) of potentially coupled modes for
;=0 (in-plane propagation) at the middle point of path I'=X (y,=0.25 et
v,=0). Two neighboring cells vibrate in quadrature so that real and imagi-
nary parts of the displacement correspond to the vibration of two neighbor-
ing cells at a given time. Mode (a) is the longitudinal mode along x; and
yields the S, Lamb-like wave for a plate.

and theoretically—by a finite-element method—in Ref. 9.
The transverse displacement along the thickness, considering
the S,-like mode, is due to flexural vibrations of PZT inclu-
sions. Other modes, located at higher frequencies, have simi-
lar polarizations, but a wavelength \, along x, equal to one
period or even smaller, exhibiting Bragg-diffraction phenom-
ena similarly to lateral modes. Displacement fields are given
in Fig.10 for the two first modes at y;=0.

Because waves in plate composites practically result
from multiple reflexions of bulk modes at surfaces of the
plate, this analysis is qualitative and not quantitative, since
mechanical and electric boundary conditions at surfaces are
not taken into account, resulting in a frequency shift for
some modes—especially Lamb-like modes—between the
infinite-thickness case and the plate case. Nevertheless, it
provides an efficient tool to investigate the width of band
gaps depending on geometries and materials, and the capac-
ity of a composite to vibrate without parasitic coupling
within a wide frequency range, which is an essential criterion
for imaging applications and, for instance, harmonic imag-
ing. Furthermore, the branch of the longitudinal (thickness)
mode is similar to that of the corresponding plate at the
anti-resonance. Since the inflexion of the dispersion curve
gives an indication regarding propagation of energy along
the plate, one also obtains information about cross talks due
to the thickness mode itself. This analysis is available with
composites consisting in only a few cells. Subelements of
only two periods already exhibit lateral modes, and Lamb-
like modes indicate the frequency range of radial modes of
real finite-width composite plates, even consisting of less
than ten cells in one direction of periodicity. Once this analy-
sis is achieved, yielding choices of geometries and materials,
a more quantitative analysis can be performed by means of
other methods such as finite-element analy5139 coupled to a
boundary-element method."”
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V. CONCLUSION

We have presented a numerical analysis of periodic pi-
ezoelectric composites based on the plane-wave-expansion
method, for imaging-application purposes. This approach
consists in considering composites as phononic crystals, and
hence in computing the dispersion curves of waves propagat-
ing in the composite whatever the value of the wave-vector
component normal to the plane of structure. Thanks to its
nonprohibitive computation time, band gaps can systemati-
cally be investigated as a function of the filling fraction of
the active material, of the geometry of the inclusions, and of
the properties of the materials themselves. Locating the
thickness mode in band gaps indeed allows one to minimize
coupling with parasitic modes such as lateral modes in elec-
tric pixels or in mono-element transducers, or even propaga-
tion of Lamb waves in phased array or excitation of plate
modes.

The presented approach has been applied to the case of a
representative 1-3 connectivity piezocomposite with square-
section PZT rods in an epoxy matrix. Bulk waves, that in fine
result into finite-thickness composite modes, have all been
identified, especially waves that yield either lateral modes or
Lamb-like waves.

Due to the generic nature of this approach and to its
efficiency, it is complementary to other approaches such as
finite-element methods and it can be used as a first level of
conception prior to more complicated and more specific
computations. Any size, shape, and arrangement of inclu-
sions can be considered, within the limitations set by ma-
chining capabilities.
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Dynamic response of an insonified sonar window interacting

with a Tonpilz transducer array
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This paper derives and evaluates an analytical model of an insonified sonar window in contact with
an array of Tonpilz transducers operating in receive mode. The window is fully elastic so that all
wave components are present in the analysis. The output of the model is a transfer function of a
transducer element output voltage divided by input pressure versus arrival angle and frequency. This
model is intended for analysis of sonar systems that are to be built or modified for broadband
processing. The model is validated at low frequency with a comparison to a previously derived thin
plate model. Once this is done, an example problem is studied so that the effects of higher order
wave interaction with acoustic reception can be understood. It was found that these higher order
waves cause multiple nulls in the region where the array detects acoustic energy and that their
locations in the arrival angle-frequency plane can be determined. The effects of these nulls in the

beam patterns of the array are demonstrated.

© 2007 Acoustical Society of America. [DOI: 10.1121/1.2749702]

PACS number(s): 43.38.Hz, 43.20.Tb, 43.40.Dx [DF]

I. INTRODUCTION

One very typical sonar design consists of a soft material
that is in contact with an array of Tonpilz transducers. This
soft material is usually called a window (or sometimes a
screen). The window serves several purposes: it protects the
transducers from water, impact, and debris; it attenuates
nonacoustic energy; it provides a safe covering to the sonar
system when it is shipped or handled; and it helps to mini-
mize turbulence and hydrodynamic drag. Tonpilz transducers
are a reliable transducer design that has been refined for
many years. Single resonant Tonpilz transducers typically
consist of a head and tail mass separated by piezoelectric
stack that emits a voltage when it is subjected to an applied
force. Tonpilz transducers are a useful design because they
can operate in transmit (active) and receive (passive) mode.
A typical Tonpilz array will transmit energy into the water,
wait a short period of time, and then receive signals back
based on the echo of an object(s) in the water. Because they
can operate in both modes, they are frequently used in situ-
ations where higher signal-to-noise ratio is needed than can
be obtained from passive sonar only. This paper is specifi-
cally interested in understanding their behavior in the receive
mode.

Tonpilz transducers have been studied in the literature
for many years. Basic design guidelines exist in textbooks."
General transducer modeling techniques have been previ-
ously developed using a number of numerical methods.” A
finite element model of the transducer that yields the transmit
voltage response of a 2-2 mode piezocomposite when it is in
contact with a heavy fluid has been investigated.3 Another
finite element model studied the elastic response of the head
and tail mass of a Tonpilz transducer in contact with air.*

“Electronic mail: hullaj@npt.nuwc.navy.mil
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Equivalent circuit models have been derived and analyzed
where they model a Tonpilz transducer for use as an under-
water horn,’ compare Tonpilz response to a flexural disk,
Helmholtz resonator, moving coil, and a dual array of piezo-
electric disks and squares,6 and a Mason equivalent circuit
representation has been optimized to provide a model of
broadband and high-power response simultameously.7

Sonar window models have been previously studied. In-
sertion loss and echo reduction measurements are common
in the literature where a general goal is to have no insertion
loss in the frequency and wave numbers of interest. In one
study, glass microspheres and phenolic plastic microspheres
were added to fluorinated epoxies to approach this design
goal.8 A model has been derived and experimentally verified
to predict transmission and reflection coefficients for n layers
of plane parallel plates.9 Acoustic measurements of numer-
ous single materials is also present in the literature.'’ The
dynamic analysis of multilayer composite plates with an em-
phasis on wave dispersion has been documented."" Acoustic
transmission of energy in sandwich construction has been
analytically studied and experimentally verified."? Structur-
ally stiffening the window for hull applications has also been
investigated.13 The first set of references'~ are transducer
modeling papers and the second set of references® ™ are
window modeling and testing. There is no analytical model
that couples Tonpilz transducers to a fully elastic sonar win-
dow.

This paper derives and evaluates an analytical model of
a fully elastic sonar window in contact with an array of Ton-
pilz transducers. The window is insonified by a plane wave
at varying arrival angles and frequencies. This model is in-
tended for broadband frequency analysis of a sonar system
when there is significant interaction between the window and
the array of transducers. The formulation of the problem be-
gins with elasticity theory, which models the motion in the

© 2007 Acoustical Society of America
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FIG. 1. Sonar window with Tonpilz transducers.

window as a combination of dilatational and shear waves.
From this theory, expressions for plate displacements in the
normal and tangential direction are obtained. The displace-
ments are then inserted into stress relationships and these
equations are set equal to the forces acting on the structure
by the transducers and the pressure of the incoming acoustic
wave. The problem is then written as an algebraic system of
equations, in matrix from, where the left-hand terms repre-
sent the zero-order window dynamics and are equal to an
infinite number of right-hand terms that represent the forces
acting on the structure. Rewriting this zero-order dynamic
term, by increasing and decreasing the index, results in an
expression for the higher-order modes interacting with the
applied forces. The integer shift property is then applied to
the right-hand side of all of the terms, resulting in an infinite
set of equations that model the wave propagation coefficients
of all the modes of the structure. This set of equations is
truncated to a finite number of terms, and solutions to the
displacement fields are calculated. The transducer output is
written as a function of the displacement field at the bottom
of the window, and this term is calculated as a transfer func-
tion of voltage divided by applied pressure versus arrival
angle and frequency. A numerical example is included where
the array beam patterns are generated and the results are
discussed.

Il. SYSTEM MODEL

The system model is that of a sonar window attached to
an array of Tonpilz transducers, as shown in Fig. 1. This
mechanical problem is analytically modeled by assuming the
sonar window is a fully elastic plate and the Tonpilz trans-
ducers are discrete mass-spring-mass systems, as shown in
Fig. 2. The plate (or sonar window) has a thickness of 4 (m)
and is loaded on the top surface with a normal (pressure)
forcing function. The transducers on the bottom of the win-
dow are equally spaced at a distance of L (m) in the x direc-
tion and each has a head mass per unit length M (kg/m), tail
mass per unit length M (kg/m), and stiffness per unit length
K (N/m?). The model uses the following assumptions: (1)
the forcing function acting on the plate is a plane wave at a
definite wave number and frequency; (2) motion is normal
and tangential to the plate in one direction (two-dimensional
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FIG. 2. Model of sonar window with Tonpilz transducers.

system); (3) the plate has infinite spatial extent in the x di-
rection; (4) the head mass has translational degrees of free-
dom in the x and z directions; (5) the tail mass and the spring
have translational degrees of freedom in the z direction; (6)
the particle motion is linear; and (7) the fluid medium is
lossless.

The motion of the elastic plate is governed by

Fu(x,y,z,t)

pVulx,y.z.0)+ (N +p) VV-ulr,y,z,0)=p o

s

(1)
where p is the density (kg/m?), X and w are the complex
Lamé constants (N/m?), ¢ is time (s), - denotes a vector dot
product, and u(x,y,z,?) is the three-dimensional Cartesian
coordinate displacement vector and is written as

u(x,y,z,1)
u(x,y,z,1) = v(x,y,2,1)
w(x,y,2,1)
Plx,y,2,1)
X\ (X, y,2,0) (, (2)
U (x,y,2.1)

where ¢ is a dilatational scalar potential, V is the gradient

=Ve(x,y,z,0) +V

operator, X denotes a vector cross product, and ¢ is an
equivoluminal vector potential. The formulation is now con-
densed into a two-dimensional problem; thus, »=0 and
d(-)/dy=0, where (-) denotes any function. Expanding Eq.
(2) and breaking the displacement vector into its individual
nonzero terms yields

_ 9¢lx,z,1) ~ Ipy(x,2,1)

u(x,z,1) = Py . 5
and

Equations (3) and (4) are next inserted into Eq. (1),
which results in two decoupled wave equations given by
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P p(x,z,1)

272
Y% ,Z2,1) = 5
cV(x,z,1) o (5)
and
P (x,z2.1
AV () = TR, (6)

where Eq. (5) corresponds to the dilatational component and
Eq. (6) corresponds to the shear component of the displace-
ment field. Correspondingly, the constants c,; and ¢, are the
complex dilatational and shear wave speeds (m/s), respec-
tively, and are determined by

. IN+2u0 7)
p
E 8
p

The equations of motion are formulated as a boundary
value problem using four equations of stress written in terms
of the plates’ displacements and corresponding forcing func-
tions. The plate is loaded by a normal (pressure) forcing
function as shown in Fig. 2; thus, the normal stress at z=b is
written using a force balance between the pressure in the
fluid and the plate as

ou(x,b,t
ku(x )=—p(x,b,t),

ox
)

where p(x,b,t) is the pressure field in contact with the top of
the plate (N/m?). The tangential stress on the top of the plate
is modeled as a free boundary condition and is written as
ou(x,b,t)  ow(x,b,t)
+ =
0z ox

ow(x,b,t
7.(0.b,t) = (N +24) (;Z ),

T (b)) =pu 0. (10)
The plate is loaded by the forces in the Tonpilz transducers’
head masses acting on the bottom of the plate, thus, the
normal stress at z=a is

ow(x,a,t du(x,a,t
7..(x,a,t) = (N +2u) ( ) +\ (& )
X

n=+0

= E fz(a7t)5(~x_nL)7 (11)

n=—0

where f.(a,t) is the force per unit length that each Tonpilz
transducer exerts on the plate in the z direction and &(x
—nL) is the Dirac delta function that distributes the trans-
ducer forces discretely and periodically. Similarly, the tan-
gential stress on the bottom of the plate is

ou(x,a,t) ow(x,a,t)
+

sz(x,a,t) =M gz o
= > fla,n8x-nL), (12)

where f,(a,f) is the force per unit length that each Tonpilz
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transducer exerts on the plate in the x direction.

The acoustic pressure in the fluid medium is governed
by the two-dimensional wave equation and is written in Car-
tesian coordinates as

Pp(x,z,1) .\ Pp(x,z,1) ~ l&zp(x,z,t) ~

a7 > c? >

0, (13)

where p(x,z,f) is the pressure (N/m?) and ¢y is the real
valued compressional wave speed in the fluid (m/s). The in-
terface between the fluid and solid surface at z=»b satisfies
the linear momentum equation, which relates the accelera-
tion of the plate surface to the spatial gradient of the pressure
field by

&2w(x,b,t)_ ap(x,b,t)
o dz

pr (14)
where p; is the density of the fluid (kg/m?).

The system output is a transfer function of a transducer
voltage divided by incident pressure, commonly called re-
ceive voltage sensitivity (rvs). This is equal to

rvs(x,t) :g33tfs(-x’t)’ (]5)

where g3 is the material constant that relates the mechanical
force to electrical output (volts m/N), ¢ is the thickness of
each piezoelectric piece from the transducer stack, and
f(x,1) is the force in the transducer, which, in the case of
this model, is the force across the spring.

lll. ANALYTICAL SOUTION

The displacements are now written in the spatial-
frequency domain by using the functional form where the
field variables are equal to a sum of unknown functions in
the z direction multiplied by spatially indexed harmonic ex-
ponential functions in the x direction multiplied by an expo-
nential function in time. The displacements become

m=+w
u(x,z,0)= 2 U,(2)exp(ik,x)exp(~iwr) (16)
and
m=+%
wix,z.0)= 2 W, (2)explik,x)exp(-iwr), (17)

where i=\—1,  is frequency (rad/s), and
2mTm

ky=k+——, 18
n=k+ =] (18)

where k is the wave number with respect to the x axis (rad/
m), and it is noted that ky=k.

Inserting Egs. (16) and (17) into Egs. (2)—(6) and solv-
ing the differential equations gives the unknown displace-
ment field term U,,(z) as

Xexp(— iamz) - Cm(ka w)iﬂm exp(iﬁmz)
+ Dm(k’ w)iBm eXp(_ iBmZ) (19)

and the unknown displacement field term W,,(z) as
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Wm(Z) = Am(k9 w)iam eXp(iamZ) - Bm(k, w)iam
Xexp(-ia,z) + Cy(k, w)ik,, exp(ifB,z)
+ Dm(k’ w)ikm exp(— iﬁmz) s (20)

where A,,(k,w), B, (k,w), C,(k,w), and D, (k,w) are un-
known complex wave propagation coefficients of the plate,
a,, is the modified wave number (rad/m) associated with the
dilatational wave and is expressed as

a,, = \"ktzi - krzn’ (21)

where k, is the dilatational wave number and is equal to
w/cg, B, is the modified wave number (rad/m) associated
with the shear wave and is expressed as

IBm= \k?_kizn’ (22)

where k, is the shear wave number (rad/m) and is equal to
w/cy.

The pressure field consists of two terms: an outgoing
pressure field caused by the plate displacement and an in-
coming applied incident pressure field (the forcing function)
acting on the structure. A convenient way to express this
field, after solving Eq. (13), is

m=+0o0

p(r,z,0)= > P, (z)explik,x)exp(—iwt), (23)

M=o
where

Pm(z) = Mm(k7 (‘))exp(i ’)/mZ) + 5moP1((1))eXP(— i'}’mZ),
(24)

where §,, is the Kronecker delta function and P;(w) is the
magnitude of the applied pressure N/m?. In Eq. (24), v, is
the modified wave number (rad/m) associated with the fluid
and is expressed as

Y= V(0lep? - g, =Ky ~ K, (25)

where v, is purely real or imaginary, depending on the sign
of the argument under the radical. When m=0 and the sign of
the argument is positive, the analysis is in the acoustic re-
gion; when m=0 and the sign of the argument is negative,
the analysis is in the nonacoustic region. This acoustic region
is frequently called the acoustic cone as it is the interior of a
V shape on a wave-number-frequency plot. For acoustic so-
nar response, the analysis is typically studied in the acoustic
cone. The relationship between the arrival angle of an acous-
tic wave and its wave number is

k= (wlcy)sin(6), (26)

where 6 is the arrival angle of an incoming acoustic wave
(rad) with respect to the x axis and a value of O corresponds
to broadside excitation.

The forces exerted by the Tonpilz transducers can be
determined with a dynamical model of a mass-spring-mass
system. The force per unit length in the z direction for each
transducer is
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w*MyuMy— 0*K{(Mp+ Mp)
KS - (UZMT
=F (o)w(x,a,1), (27)

w(x,a,t)

fla,t)=

and the force per unit length in the x direction for each trans-
ducer is

fila,n) == o*Myu(x,a,t) = F (0)u(x,a,t), (28)

as the transducer spring constant is zero in the horizontal
direction. It is noted that if the transducer is a double or triple
resonant type, the expressions given in Egs. (27) and (28)
can be changed to reflect these dynamic effects.

Finally, the output of the transducer can be found by
substituting the spring dynamics into Eq. (15). This yields
the receive voltage sensitivity in terms of the displacement at
the bottom of the sonar window as

2

o M
rvs(x,z) = (—T

K- szT)g33t(K5/d)W(x,a,t), (29)

where d is the width of the transducer head in the x direction
(m).

The four boundary value equations [Egs. (9)—(12)] are
now rewritten using Eq. (14) with the displacements and
pressure terms inserted into their respective variables. They
become

m=+o

(N+2p) > TWob)

m=—o0w Z

exp(ik,,x)

m=+o0

+ik,N 2 U, (bexp(ik,x)

m=—o

m=+0

2
+ (M) S W, (b)explik,x) = — 2P (@)exp(ikx),

m m=—0

(30)

m=+o

m=+%
U, (b
u[ Y —g( b explik, ) + ik, 3 W, (Blexplik, )
Z

m=—w m=—w

=0, (31)

(N+2u) i &W;;(a)

m=—%

exp(ik,,x)
m=+

+ik,\ >, U, (a)exp(ik,x)

m=—o0

=F (w) _E [ i Wm(a)eXp(ika)] Sx—nL), (32)

n=-—o0 m=—

and
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m=+% m=+o
oUu
,u[ > ;"(“) explik,x) + ik,, > Wm(a)exp(ikmx)}
Z

m=—w m=—w

=F (o) 2 {E Um(a)eXp(ika)}&x—nL). (33)

n=—0o | m=—o0

The Dirac delta comb function that is present in Egs. (32)
and (33) obeys the relationship

n=+oo n=+0
1
E 5(_)( — nL) = Z 2 exp(iZTrnx/L), (34)

n=—00 n=—o

and using this equation, Egs. (33) and (34) become

)

(N+2u) E

m=—x

exp(ik,,x)

m=+®

+ ik, \ > U, (a)exp(ik,,x)

m=—w

F(w) E [ _2 Wm(a)exp(ikmx)]exp(i27mx/L)

n=—w | m=—w

(35)

and

M[ i aU;n(a) explik, ) + ik, i‘, Wm(a)exp(ika)}
74

m=—0 m=—o0

F (w) 2 [ i Um(a)exp(ikmx)]exp(i27mx/L).

n=—ow | m=—x

(36)

Because both the n and m summations run from minus infin-
ity to plus infinity, the following relationship must hold true:

_2 [i Wm(a)exp(ikmx)]exp(i27mx/L)

- [ > wm] > explik, ). (37)

Equation (37) also applies to the U,,(a) term, and inserting
these results into Egs. (35) and (36) yields

m=+x

(N+2u) E

m=—0

W) exp(ik,,x)

m=+o0

+ik,\ 2 U, (@)exp(ik,x)

m=—oo

F(“’){ ORUAL a)] S expliky) (38)

n=—0© m=—0
and
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M[ > ¢9U;n(a) exp(ik,,x) +ik,, i W, (a)exp(ik,x)
me— < m=—o

Equations (30), (31), (38), and (39) are now all multi-
plied by exp(-ik,x) and integrated from [0,L]. This results
in an orthogonal relationship, and the series terms of the
equations will decouple into individual m indexed equations
written as

2
(+ 2M)M ik, U, (b) + (M) W, (b)
Iz 1Y,
={—ZPI(w) m=0 (40)
0 m#0,
uﬁU'”(b) kW, (b) =0, (41)
2022 e\ a) = [ S W,l(a>]
oz L oo
(42)
and
MaUm(a) + ik, uW,,(a) = L (w)[ > U (a)} (43)

Next the functional form of the displacements from Egs.
(19) and (20) are inserted into Egs. (40)—(43) and the follow-
ing algebraic matrix equation is obtained:

n=+%

ARy (R} = X [FP k) Hy" (k) +p,  (44)

n=—0

where [A©(k)] is a four by four matrix that models the dy-
namics of the plate for m=0, {y®(k)} is the four by one
vector of wave propagation coefficients for m=0, [F"(k,)]
is the four by four matrix that represents the periodic trans-
ducer loading on the structure for nth mode, {y"(k,)} is the
four by one vector of wave propagation coefficients for nth
mode, and p is the four by one vector that models the plane
wave excitation. The entries of the matrices and vectors in
Eq. (44) are listed in the Appendix. To facilitate a solution to
the problem, index shifting is employed. The integer shift
property of an infinite summation is applied to Eq. (44),
which, because of the summation running from minus infin-
ity to positive infinity, results in
n=+w

(A" e Ky " )y = 3 T ) Wy )}

n=—00

P, m=0 m=2+°° [F(m)(k )]
+ =
0, m#0 — "

=0

><{y<'">(km)}+{f.” ,;" Lo @
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where the 0 term is a four by one vector whose entries are
zeros. Once the [A"] matrix is integer-indexed and the
transducer load matrix indexes have been shifted, the system
equations can be rewritten using all the n indexed modes as

Ay=Fy+P, (46)

where A is a block-diagonal matrix and is equal to

[ATD (k)] 6 0

A=]|--- 0 [A(O)(k)] 0 e |
0 0 [AD(k)]

(47)

F is a rank deficient, block-partitioned matrix and is written
as

[FV(k_y)] w@wn[ﬂWhﬂ
F=| - [FG)] [FO®] [FO%k)] - |,

[FV%)] [FO®)] [FO (k)]
] @)
P is the plane wave load vector
P=['--0TpT0T"']T, (49)

and y is the wave propagation coefficient vector that contains
all the unknown indexed coefficients as

Ve iy QWY iy M)y -1 (50)

where the unknown zero indexed wave propagation coeffi-
cients are contained in the equations as

{y?(k)} ={A(k,0) B(k,w) C(k,w) D(k,w)}"
= {Ay(k,w) By(k,w) Cylk,w) Dy(k,w)}". (51

y=[

The 0 term in Eq. (47) is a four by four matrix whose entries
are all zeros and the 0 term in Eq. (49) is a four by one
vector whose entries are all zeros. Equation (46) is as-
sembled, and the wave-propagation coefficients that reside in
the y vector are found by

y=[A-F]'P. (52)

When the coefficients are determined, the displacements of
the system, in the spatial domain, can be calculated using
Egs. (16) and (17).

For analytical problems that model sonar systems, it is
frequently desirable to transform the solution into the wave-
number-frequency (k, w) domain for analysis. For a function
that is periodic on the interval [0,L], the Fourier transform
into the wave-number domain is

R 1(*

U(k) = Zf u(x,z,t)exp(— ikx)dx. (53)
0

Inserting Eqgs. (16) and (17) into Eq. (53) results in the inte-

grand for all the m # 0 terms equaling zero, and this gives
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i(k,z,t) = [Ag(k, w)ik exp(icyz) + By(k, w)ik exp(—iaqz)
= Cyk, w)iBy exp(iByz) + Dy(k, w)if,
Xexp(=iBz) Jexp(-iwr) (54)
and
W(k,z,1) = [Ag(k, 0)iag exp(iagz) — Bylk, w)iay
Xexp(—iayz) + Colk, w)ik exp(iByz)
+ Dy(k, w)ik exp(—iB8yz) lexp(—iwt), (55)

where the caret denotes the displacement function in the
wave-number domain.

IV. MODEL VALIDATION

The sonar window—Tonpilz transducer interaction
model can be compared and validated for a thin plate at low
frequencies using a Bernoulli-Euler thin plate model that has
been previously developed.mﬁ16 The stiffeners in these mod-
els are replaced by Tonpilz transducer dynamics so that the
validation example corresponds to the thick plate model de-
veloped in Secs. II and III. The thin plate model has one
degree of freedom that is the displacement in the z direction.
This equation is written as

w(k, w)
m =2T(k, )
1+ F—ZS") T(k, w) - ( Flo)"5" T (k,,, )
. IR ’
0
n)
1-= 2 170k, 0)
(56)
where
Tk, 0) = - (57)
Dki - phw2 + (Efi>
17}1
and
_ E—h3 (58)
T 12(1-)°

where E is Young’s modulus (N/ m?) and vis Poisson’s ratio
(dimensionless). Once the normal displacement is known,
the transducer output is determined using Eq. (29).

Figure 3 is a plot of the transfer function of transducer
voltage divided by input pressure versus wave number at a
frequency of 100 Hz. This extremely low frequency was
chosen because it is a value at which the two models should
theoretically agree. Additionally, the evaluation is made ver-
sus wave number rather than arrival angle so that the higher
wave number dynamics are included in the comparison. This
example was generated with the following system param-
eters: window thickness 4 is 0.005 m, window density p is
1200 kg/m?, Lamé constant \ is 9.31 X 108 N/m?, Lamé
constant g is 1.03X10® N/m? fluid density p; is
1000 kg/m?, fluid compressional wave speed cp s
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FIG. 3. Transducer voltage divided by input pressure vs wave number at a
frequency of 100 Hz.

1500 m/s, transducer head mass My is 2.5 kg/m, transducer
tail mass My is 10.0 kg/m, transducer stiffness Kg is 1
X 10° N/m?, transducer separation distance L is 0.1 m,
transducer face width d is 0.095 m, transducer stack height ¢
is 0.01 m, and transducer constant gs3 is 0.025 (V m)/N. In
Fig. 3, the solid line is the elastic plate theory developed in
Secs. IT and IIT and corresponds to Eq. (55); and the black
dot symbols are the Bernoulli-Euler plate theory and corre-
spond to Eq. (56). The fully elastic plate model was calcu-
lated using eleven modes (-5 <n<35) that produced a 20-by
20-element system matrix while the thin plate model was
calculated using 51 modes (=25 <n<25). Note that there is
agreement between the two models over the entire wave
number region.

V. A NUMERICAL EXAMPLE

A numerical example to illustrate the dynamics of a so-
nar window interacting with the Tonpilz transducer array is
now presented. To understand fully the model results, it is
necessary at this point to slightly digress. The features
present in the Tonpilz transducer output are best understood
if the dispersion curve for the system is studied along with
the element output. The dispersion curve is found by setting

det{A —F]=0, (59)

and this determines the location in the wave-number-
frequency plane where free wave propagation can exist. Each
of these free waves is related to a specific dynamic motion of
the system. In Fig. 4, the dispersion curve is shown (in x’s)
plotted on the transducer response (in color) versus arrival
angle and frequency. The scale shown above the image is a
colorbar and corresponds to the transducer output in units of
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dB referenced to V/uPa. The following system parameters
were used for this example: window thickness % is 0.1 m,
window density p is 1200 kg/m?, Lamé constant \ is 1.43
X 10° N/m?, Lamé constant wu is 3.57 X 10® N/m?, fluid
density pyis 1000 kg/ m?, fluid compressional wave speed cr
is 1500 m/s, transducer head mass M is 1 kg/m, transducer
tail mass My is 4 kg/m, transducer stiffness Kg is 1
X 107 N/m?, transducer separation distance L is 0.1 m,
transducer face width d is 0.095 m, transducer stack height ¢
is 0.01 m, and transducer constant gs; is 0.025 (V m)/N.
The noticeable feature from Fig. 4 is that the system is very
rich with free wave propagation above 2490 Hz. This fre-
quency value corresponds to the first antisymmetric Lamb
wave of the system. Without the mass-loading, this would
occur at

CY
=—>=2730 Hz; (60)
2h

however, because the transducers mass-load the plate, this
location is shifted downward in frequency. It is noted that the
multiple free waves correspond to higher order plate waves,
fluid/structure interaction waves, and the first set of spatially
periodic waves, i.e., n==+1. These periodic waves are related
to the spacing of the individual transducers and occur in
wave number at integer multiples of
2
=7 (61)
These periodic waves are frequently called Floquet'7
and/or Bloch'”"'® waves. An additional note to the dispersion
curve is included. Although Eq. (59) may predict a specific
free wave, it may not necessarily propagate in the structure.
(An acoustic load may not excite a specific free wave, or the
excitation may result in an extremely small response.) The
propagation of a wave is dependent on the interaction of the
structural load with the physics of the free wave. The re-
sponse of the system shown in Fig. 4 is extremely complex,
however, most of the features that are present are nulls. Nulls
frequently exist between branches of the dispersion curve
that have split or separated. This separation is due to the fluid
loading on the plate. Figure 5 is three cuts of Fig. 4 at 1500,
2610, and 4030 Hz, respectively, and is shown to illustrate
the magnitude (solid line) and phase angle (dashed line) val-
ues versus arrival angle at three frequencies. The last two
frequencies are shown to illustrate the nulling features (or
system zero dynamics) that are present at higher frequencies.
Finally, the beamformed array response of a linear array
can be found using

N
B(k,w) = >, rvs(k, )expli(k - k,)x,,], (62)

n=1

where rvs(k, w) is the receive voltage sensitivity in the wave-
number-frequency domain, N is the number of sensors in the
array, k, is the steered wave number (rad/m), and x, is the
location of the nth sensor (m). For the following analysis, a
16-sensor (element) array is used. The beam patterns are
displayed as polar plots, with the solid lines in the plots
corresponding to array response based on the theory devel-
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oped previously [Egs. (1)—(55)], and the dashed lines are the
response of the array to unity input at all wave numbers.
Each short dashed concentric half circle represents 10 dB of
energy. Because these beam patterns are being displayed as
polar plots, the wave numbers in Eq. (62) have been con-
verted into arrival angles using Eq. (26). Figure 6 is a plot of
the beamformed response at 1500 Hz with a steer angle of 0°
(top) and 30° (bottom). It is noted that in these cases, the
sonar window improves the response of the beamformer.
This is primarily due to the receive energy drop off at large
arrival angles. Figure 7 is a plot of the beamformed response
at 2610 Hz with a steer angle of 0° (top) and 45.1° (bottom),
an angle that corresponds to a null in the system response.
For this frequency and 45.1° steer angle, the array beam-
former response has significantly degraded. Figure 8 is a plot
of the beamformed response at 4030 Hz with a steer angle of
0° (top) and 12.5° (bottom). Steering into the null at 12.5°
does not seriously degrade the beamformer response. Ulti-
mately, any frequency and steer angle can be modeled to
determine if there are detrimental effects at the operating
parameters of interest.

VI. CONCLUSIONS

This paper has derived the equations of motion of an
insonified fully elastic sonar window that is attached to an
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FIG. 4. Transducer voltage divided by input pressure vs
arrival angle and frequency (color) overlaid with sys-
tem dispersion curve (x’s). Units in dB ref. V/uPa.
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FIG. 5. Transducer voltage divided by input pressure vs arrival angle at
1500 Hz (top), 2610 Hz (middle), and 4030 Hz (bottom).
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—— With Window
— — — Without Window

.......

FIG. 6. Beamformed array response at 1500 Hz with a steer angle of 0°
(top) and 30° (bottom).

array of single resonant Tonpilz transducers. The equations
were then manipulated so that the displacement field of the
sonar window and the electrical output of the transducers
could be determined. Once this is done, the results can be
beamformed to predict the response of an array of sensors for
all frequencies and wave numbers or arrival angles. This

—— With Window | i e, g
— — — Without Window P

FIG. 7. Beamformed array response at 2610 Hz with a steer angle of 0°
(top) and 45.1° (bottom).
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—— With Window

T30
— — — Without Window

FIG. 8. Beamformed array response at 4030 Hz with a steer angle of 0°
(top) and 12.5° (bottom).

truncated analytical model was compared to a single wave,
low frequency model of the system and found to be in close
agreement. This new fully elastic model specifically shows
how higher order plate waves interact with the beam pattern
of an array. Furthermore, the model predicts the location of
Floquet waves and how they enter into the analysis. This is
useful as sonar systems are built or modified for broadband
processing. The model predicts the locations in the acoustic
cone that are smooth for optimum sonar processing and the
locations where the effects of null responses will enter into
the processing.
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APPENDIX: MATRIX AND VECTOR ENTRIES

The entries of the matrixes and vectors in Eq. (52) are
listed in the following. Without loss of generality, the top of
the plate is defined as z=b=0. For the [A"(k,)] matrix, the
nonzero entries are

2
ayy = — a2\ - 2a2pu - NG+ 2B (A1)
2 2 2 a’nwzpf
app=—a,N=2a,u— Nk, — , (A2)

n
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k,w*p;
ap=-— Zlu’knﬂn + %pﬁ’ (A3)

n

k,w’p
ayy =2k, B, + T[ (Ad)
ay =— Zﬂknan’ (AS)
Ay = Zﬂknan, (A6)
ar =B, — k). (A7)
az =B, - k). (A8)
a3 = (= aiN =2 — Neexp(ia,a), (A9)
ayp = (= a2\ =202 — Neexp(— iaua), (A10)
az3=-— 2lu'kmBn eXP(i,Bna) > (Al 1)
aszq = 21u’knﬂn eXP(— iBna) > (A12)
ay =-2uk,a, exp(ia,a), (A13)
ag =2 pk,a, exp(-ia,a), (A14)
as3= M(ﬁi - ki)exp(iﬁna) s (AIS)
and
as = (B, - ky)exp(-iB,a). (A16)
For the [F")(k,)] matrix, the nonzero entries are
F
fyi= Z(L“’) (ia,)expliaya), (A17)
Flo) . .
f32 = L (_ lan)exp(_ lana) > (AIS)
F o), .
fi3= ZL (ik,)exp(iB,a), (A19)
Flo) .
f34 = ZT(lkn)exp(_ 1Bna) > (AZO)
F
fai= Xi“’) (ik,)exp(ica), (A21)
Fw) .
f42 = T(lkn)exp(_ lana) ’ (A22)
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fa= g e, (a23)
and
fu= 22 expi- B, (A24)

The y vector entries are

y={ A—l B—l C—l D—l A() BO CO D()Al Bl C1 D1 }T
(A25)

The p vector entries are

p={-2P;w) 000} (A26)

'D. Stansfield, Underwater Electroacoustic Transducers, A Handbook for
User and Designers (Bath University Press and Institute of Acoustics,
Bath, United Kingdom, 1991), pp. 179-195.

M. P. Johnson, “Equivalent modal impedance matrix of multiple degree of
freedom electroelastic structures,” J. Acoust. Soc. Am. 88, 1-6 (1990).
3Y. Roh and X. Lu, “Design of an underwater Tonpilz Transducer with 2-2
mode piezocomposite materials,” J. Acoust. Soc. Am. 119, 3734-3740
(2006).

‘c. Desilets, G. Wojcik, L. Nikodym, and K. Mesterton, “Analysis and
measurements of acoustically matched, air-coupled Tonpilz transducers,”
Proc.-IEEE Ultrason. Symp. 2, 1045-1048 (1999).

M. B. Moffett, J. M. Powers, and M. D. Jevnager, “A Tonpilz projector for
use in an underwater horn,” J. Acoust. Soc. Am. 103, 3353-3361 (1998).

‘1. C. Piquette, “Applications of the method for transducer transient sup-
pression to various transducer types,” J. Acoust. Soc. Am. 94, 646-651
(1993).

M. Van Crombrugge and W. Thompson, Jr., “Optimization of the trans-
mitting characteristics of a Tonpilz-type transducer by proper choice of
impedance matching layers,” J. Acoust. Soc. Am. 77, 747-752 (1985).
Sc. M. Thompson, “Development of a structurally rigid, acoustically trans-
parent plastic,” J. Acoust. Soc. Am. 87, 1138—1143 (1990).

°D. L. Folds and C. D. Loggins, “Transmission and reflection of ultrasonic
waves in layered media,” J. Acoust. Soc. Am. 62, 1102-1109 (1977).

'%E. E. Mikeska and J. A. Behrens, “Evaluation of transducer window ma-
terials,” J. Acoust. Soc. Am. 59, 1294-1298 (1976).

"M. Kim and Y. F. Hwang, “An analysis of wave dispersion in coarsely
laminated symmetric composite plates,” J. Acoust. Soc. Am. 100, 1981—
1991 (1996).

125 s. Hickman, D. E. Risty, and E. S. Stewart, “Properties of sandwich-
type structures as acoustic windows,” J. Acoust. Soc. Am. 29, 858-864
(1957).

B1.0.R. Blake, R. A. Shenoi, J. House, and T. Turton, “Strength modeling
in stiffened FRP structures with viscoelastic inserts for ocean structures,”
Ocean Eng. 29, 849-869 (2002).

“B. A. Cray, “Acoustic radiation from periodic and sectionally aperiodic
rib-stiffened plates,” J. Acoust. Soc. Am. 95, 256-264 (1994).

5B. R. Mace, “Periodically stiffened fluid-loaded plates. I Response to con-
vected harmonic pressure and free wave propagation,” J. Sound Vib. 73,
473-486 (1980).

'°B. R. Mace, “Periodically stiffened fluid-loaded plates. II Response to line
and point forces,” J. Sound Vib. 73, 487-504 (1980).

'"M. Tran-Van-Nhieu, “Scattering from a ribbed finite cylindrical shell with
internal axisymmetric oscillators,” J. Acoust. Soc. Am. 112, 402-410
(2002).

8D, M. Photiadis, “The effect of irregularity on the scattering of acoustic
waves from a ribbed plate,” J. Acoust. Soc. Am. 91, 1897-1903 (1992).

Andrew J. Hull: Insonified Tonpilz array 803



Pseudo-damping in undamped plates and shells

A. Carcaterra®

Department of Mechanics and Aeronautics, University of Rome, “La Sapienza,” Via Eudossiana, 18, 00184,
Rome, Italy and Department of Mechanical Engineering, Carnegie Mellon University, Pittsburgh,
Pennsylvania 15213

A. Akay
Department of Mechanical Engineering, Carnegie Mellon University, Pittsburgh, Pennsylvania 15213

F. Lenti
Department of Mechanics and Aeronautics, University of Rome, “La Sapienza,” Via Eudossiana, 18, 00184,
Rome, Italy

(Received 22 June 2006; revised 27 April 2007; accepted 4 May 2007)

Pseudo-damping is a counter-intuitive phenomenon observed in a special class of linear structures
that exhibit an impulse response characterized by a decaying amplitude, even in the absence of any
dissipation mechanism. The conserved energy remains within but designated parts of the system.
Pseudo-damping develops when the natural frequency distribution of the system includes
condensation points. The recently formulated theoretical foundation of this phenomenon, based on
mathematical properties of special trigonometric series, makes it possible to describe a class of
mechanical systems capable of displaying pseudo-damping characteristics. They include systems
with discrete oscillators and one-dimensional continuous beamlike structures already reported by
the authors in recent studies. This paper examines development of pseudo-damping phenomenon in
two-dimensional structures, using plates and shells as examples, and shows how a preloaded plate
on an elastic foundation can lead to pseudo-damping. Moreover, in the case of curved shell elements
examined here, pseudo-damping can result due to the curvature of the structure, which naturally

introduces condensation points in the modal density. © 2007 Acoustical Society of America.
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PACS number(s): 43.40.At, 43.40.Kd, 43.40.Jc, 43.40.Dx, 43.40.Ey [ADP]

I. PSEUDO-DAMPING AND NEAR-IRREVERSIBILITY:
THEORETICAL BACKGROUND

The impulse response of a mechanical system is known
to have an asymptotically vanishing amplitude only in the
presence of dissipation effects. Although in most cases this
observation is valid, it has been shown that this expectation
is not the general rule. In fact, the observed, or apparent,
damping in a master structure does not depend only on its
inherent dissipation effect but also on the capability of at-
tached additional systems to absorb its energy.h3 This last
effect can be so important that an apparent damping, leading
to an asymptotically damped motion of the master, can be
exhibited from structures even in the absence of dissipation
effects as shown in Ref. 4. In this case, the system attached
to the master has an infinite number of degrees of freedom
but a finite total mass. In Refs. 5-7, a transient damping
effect has been studied also for a finite number of degrees of
freedom system. It appears in these cases the damping effect
induced on the master is only temporary, but after a charac-
teristic return time’ the energy is transferred back to the mas-
ter. The apparent damping has been also experimentally
demonstrated.® Recent studies point to the existence of a
class of conservative mechanical systems, with a finite num-
ber of degrees of freedom and having a particular frequency
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distribution, that exhibit an apparent damping with a near-
irreversible decaying trend in their impulse 1resp0nse.9 A
similar phenomenon appears also in continuous structures, as
in the beam illustrated in Ref. 10. In these cases, the spatial
redistribution of the conserved energy within a conservative
linear system produces appearance of damping in the system,
for redistribution takes place with near irreversibility, with-
out recurrence, or return to its original form. This amounts to
a completely new phenomenon we refer to here as pseudo-
damping. In such systems, energy, although conserved, is
transported away from the point at which it is induced, with-
out returning to it. A general explanation for these phenom-
ena has been recently formulated in Ref. 11.

The present paper, as those described in Refs. 10 and 11,
is about conservative systems that do not exhibit recurrence,
or energy return, due to certain properties of their natural
frequency distributions; specifically, frequency distributions
that contain one or more condensation points, as it happens
in certain two-dimensional structures described later.

The relationship between a condensation point in the
natural frequency distribution of a conservative linear system
and its ability to spatially redistribute its vibratory energy
with near irreversibility emerges when the discrete Fourier
series that represents an impulse response is compared with
its integral counterpart.

The general expression for impulse response A(f) of a
linear elastic structure has the form

© 2007 Acoustical Society of America



M

h(f) =, G(w,) sin wit, (1)
i=1

where w; represents the structure’s natural frequencies and
G(w;) is its modal participation factors. The continuous form,
or integral counterpart, of (f) becomes

1
hi(2) = J Glw(§)]sin w(§)1 dé, 2)
0

where w(¢) represents the distribution of frequency and & is a
dummy variable. Under conditions specified in Ref. 1, A, (?)
has the asymptotic property

By — 0 for t— o, (3)

which shows that the integral associated with the impulse
response vanishes asymptotically, even without any dissipa-
tion in the system, thus exhibiting the pseudo-damping de-
scribed above. However, this property does not extend to the
actual impulse response, h(t), even though it is an approxi-
mation of the integral A, (f). Notwithstanding, the two ex-
pressions & and h;, are related through a remainder term
R (2):

1 M
J Glw(d)] sin w(&)t dé= AEY, G(w,) sin w;t + Ry, (1),

0 i=1
(4)

where Aé=1/M, &,(t) €[0,1], and 2R),(¢r) depends on the
number of modes M considered in the modal expansion. The
magnitude of the remainder term 9R,,(7) relates to the choice
of the frequency distribution w(&) as”'’

dé

It follows that those distributions having one or more station-
ary points, dw/dé=0, within the interval £ € [0, 1], engender
a smaller remainder term within that interval. Accordingly, in
such cases h(t) approaches h;,(7) and thus develops similar
pseudo-damping characteristics.

A similar relationship to that between condensation
points in a natural frequency distribution and pseudo-
damping also appears between the ratio dw/d¢ and the
modal density v(w) of the structure: dw/dée1/v(w). The
condensation points, which represent singularities in the
modal density, also correspond to group velocities that van-
ish at certain frequencies, and this amounts to a filtering of
the wave energy propagation,lO producing a pseudo-damping
effect by spatially redistributing energy.

A recent study reports a closed-form expression for the
natural frequency distribution of a conservative linear system
in order for it to possess pseudo-damping characteristics.""
The theory, based on the requirement to minimize the re-
mainder term R,,(7), or the distance between the functions
h(t) and h;, (), leads to a functional problem that depends on
the frequency distribution w(¢€). The resulting closed-form
solution, again, establishes the correspondence between the
pseudo-damping and the presence of condensation points as
described above.

|9R,(¢)| o max for &e[0,1]. (5)
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FIG. 1. Schematic description of a simply supported beam on an elastic
foundation with an axial compressive force applied at each end.

The natural frequency distributions of many structures
do not inherently contain condensation points but can be
introduced to the system. Such an example, depicted in Fig.
1, consists of a simply supported beam on an elastic founda-
tion and, under axial preload, demonstrates pseudo-damping
in a conservative linear system.10 The preload as well as the
stiffness of the elastic foundation can be selected a priori to
suitably modify the natural frequencies of the beam to pro-
duce a condensation around a desired frequency, resulting in
a typical impulse response at the middle point of the beam as
shown in Fig. 2.

This paper, inspired by the observation that certain two-
dimensional continuous structures, such as shells, frequently
exhibit condensation points in their natural frequency
distributions,'*™* also investigates pseudo-damping proper-
ties that may naturally exist in such structures.

Il. PSEUDO-DAMPING IN TWO-DIMENSIONAL
SYSTEMS

The equation of motion of a two-dimensional shell-like
linear undamped structure can be written in the general form:

aDw + BDw =0, (6)

where the vector displacement w(x;,x,,7) has two tangential
and one normal component with respect to the surface struc-
ture as the reference. An initial impulsive velocity applied at

-k
(4]

i
o

Nondimensional beam response
o

RN NN NR ST N N NN MU NV NN SNVEN AN R A |
0 10 20 i 30_ .40 50 60
Nondimensional time

FIG. 2. (Color online) A typical impulse response of a beam with no internal
dissipation shows a decay when its natural frequency distribution has a
condensation point provided by the spring on which it rests and the axial
compressive force.
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a point x,=(x9,x,) can be represented in terms of the initial
conditions:

w(x,x,,0) =0,

W(x1,X2,0) = VoL Ly (x| = x10) 8(x; = Xyp)

where x; and x, are generalized coordinates along the shell
reference surface x; € [0,L,], x, €[0,L,], V, is the initial
velocity at x(, and & represents the Dirac distribution. Ten-
sors e, f3 represent elastic and mass properties of the struc-
ture and D is a tensor of derivatives:

(I+m)
iy )}

a=[a,]. B=[B,]. D= L o

(7)

w=[w"], rs=1,2,3.

Superscripts r, s refer to the coordinate axes. The minimum
value each of the derivation-related superscripts / and m take
is 0, and their maximum values depend on the type of struc-
ture. For example, the value 8 is used in the examples con-
sidered in this paper.

The dispersion relationship, which for these
structures'” ' can be expressed starting with solutions of the
kind w=Ag(x,,x,,2), with g(x;,x,,1)=e/ki¥1g7kxagier,
where ¢ is time, w is the frequency, and A is the displacement
amplitude vector, produces

D(w)=D(g)A = P =[Pl =[(=N"KKYT,  (8)

which, when substituted into the equation of motion (6),
yields a linear homogeneous set of equations in terms of A:

[(a- *B)P]A =0. 9)

Existence of nontrivial solution to this set of equation re-
quires that

det (& — Bw?) =det C =0,

pAg,

Cc=[C"], (10)
which in explicit form becomes

EpngCHCIC11=0,
2/ 23
EnnglimP1'm' P1'm "(alm - ani)(aw W lgl’nm’)

X (alluqmu - wZB]l”lIm") = 0, (1 1)

where g, is the Ricci tensor. The dispersion expression
follows as

-Aw®+Bo*-Co’+D=0, (12)
where
ﬂ 181’ ’ﬂl”m”ghnqplmpl’ P
B=( Igl' ' 1"q " lzrs "m ra?r:l "

3h 1q
+ B[’m'al"m")Shnqplmpl’m’pl”m”v

2h 3h 2h 3n
C= ( a, al/ /B]// ”+almal’ /Bl//m//
2h 3h
+,B mm ralnmﬂ)shnqplmpl’ "Prm
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D= 3h
almal’m’al” nEhngP imP1' m' P1'm” -

From the dispersion relation, an explicit relation between
frequency and wave numbers results as

(.U=f(k1,k2). (13)

For the purpose of illustration, assume a displacement field
that vanishes at the boundary:

. . ™ 7Tm
q)nm = Anm sin knlxl sin km2x27 kln =5 kzm
Ll L2
(14)

where ®,,,(x) represents the normal modes. The choice of
these particular boundary conditions, and the corresponding
mode shapes, does not affect the results obtained in terms of
modal density, which are, in general, independent of the
boundary conditions. Substitution of these natural wave
numbers into the dispersion relation produces a correspond-
ing set of natural frequencies of the structure:

wnmzf(kln’kZm)- (15)

Finally, in nondimensional form, the response of the struc-
ture, expressed with a finite number of M modes, follows as

E — sin (Wn> sin’ <7sz) sin 27, T,

n,m=1 nm 2

W(T) =

(16)

where W=ww"/4V,, T=tw" /2, Q,,,
reference frequency.

The system response consists of a combination of har-
monic functions of the type discussed in Sec. I.

Pseudo-damping occurs when the frequency distribution
Q,n=w,,/®" has a singularity point in its modal density.
This general mathematical property, demonstrated rigorously
in Ref. 11, has a physical counterpart based on the concept of
group velocity. In some cases, a singularity in the modal
density at a particular frequency corresponds to a vanishing
group velocity or to a decrease of a directional average of the
group velocity component normal to the wavefront at that
frequency. The result is an inhibition of energy propagation
at that frequency followed by a reduction of the amount of
energy reflected back at the boundaries. This leads to an
impulse response with a sharp decaying trend, even in the
absence of any dissipation. Energy leaves the location at
which the excitation force is applied, but inhibition of energy
propagation towards the boundaries does not permit the im-
pulse response to build up, thus producing the apparent
damping effect.

* * .
=w,,/w,and 0 is a

lll. MODAL DENSITY SINGULARITY AND ENERGY
PROPAGATION

The section demonstrates the relationship between sin-
gularity in the modal density and some characteristic of the
group velocity of a structure using polar coordinates in the
ki, k, plane to simplify the analysis. The vector expression
for the wave number k=(k,,k,) takes the form

Carcaterra et al.: Pseudo-damping in plates and shells



s

k=ke,, e,=(cosJ,sinV), k= 'kf+k§,

(17)

ky
O =arctan —.
1

The corresponding expression for the dispersion relation sug-
gests that, in the general case of anisotropic structures, fre-
quency depends both on wave number and direction:

w=f(k,9). (18)

The expressions for the modal distribution N(w) and the

modal density (w) follow as'?

1" L
N(w):Kf Kd9, A=——o

9, LiLy’
dN 2 (% ok 2 (% k(w, 9
V(w)=—=—J k—d =—f (@ )dﬁ, (19)
o Al Jo AJy  Ifldk
1 1

where [9,,,] is the interval in which both k;, k, are posi-

tive. Since for isotropic structures w=f(k) is independent of

U, the previous equation simplifies as
2U(w) (™ Tk(w)
Acy(w) J Ac,(w) ’

di=

(20)

v(w) =

where, in this case, c¢,(w)=df/dk is the group velocity. Thus,
for isotropic structures, any frequency " for which cg(w*)
vanishes corresponds, generally, to a singularity point in the
modal density, v. Exceptions are met when k(w")=0. In this
case, v could not be singular even if cg(w*) vanishes. This
happens, for instance, if the group velocity expression can be
factorized in the form c,(w)=k(w)7(w), with w") #0.

In the general case of anisotropic structures, the corre-
spondence between modal density singularity and group ve-
locity is less obvious. However, even in this case, Eq. (19)
still provides a useful hint for physical interpretation of the
pseudo-damping effect associated with a singularity for v.

For anisotropic structures, the group velocity in the Car-
tesian reference system is expressed as vector, with e, e, as
the unit vectors of the axes kj, ky, ¢y=Vo=(dw/dk)e,
+(dw/ dk,)e,. Here, ¢, describes transport of energy within a
narrow frequency bandwidth and may have a different direc-
tion than that of k. The group velocity vector can be also
expressed in polar coordinates ¢,=Vw=(dw/dk)e,+(1/k)
X(dw!/dD)ey, where e;=e; cos O+e,sin 9, ey=—e; sin ¥
+e, cos ¥ are the unit vectors in directions parallel and nor-
mal to k=ke,, respectively.

Considering the component of the group velocity paral-
lel to the direction of wave number,

Jo Jdow 1

c,-k=k—

ST

when introduced into Eq. (19) yields

) Oy k2
v(w) = —j do.
A ﬁl Cg : k

The scalar product ¢,-k represents the component of the
group velocity along the normal to the wave front, i.e., it
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provides a measure of the energy flow transmitted across the
wave front itself. Small values for ¢,-k imply that the wave
front does not effectively transport energy, suggesting an in-
terpretation of a singularity in ¥(w) as an average ineffective-
ness of the structure in propagating wave energy and the
relationship between the singularity condition for »(w) and
pseudo-damping.

The physical meaning of dw/dk can also be provided
following a different approach.

In general terms, a wave propagating along a two-
dimensional structure can be represented as

W(X,l‘) — f f B(k, ﬁ)e_j(k cos Oxq+k sin 9xy—w(k,9)t) dk d?9,

21

where the integrals are calculated over suitable intervals for k
and ¥ and B is a suitable function of k£ and . The expression
in Eq. (21) represents the superposition of plane waves with
different wavelengths and proceeding with different heading
angles . The wave packet associated with each heading
angle can be expressed from Eq. (21) by removing the inte-
gration over the direction 9:

W,,_‘)(X, 1‘}, I) — f B(k, l<})e—j(k cos Oxy+k sin Oxy—w(k,9)1) dk.

(22)

Expression (22) represents the superposition of all the plane
waves with different wavelengths propagating along the
same direction 9. The Taylor expansion of w(k,w) with re-
spect to k alone shows that the wave packet travels along the
direction ¥ with the speed dw/ k.

Thus, for a narrow frequency bandwidth, w can be seen
as the superposition of wave packets traveling along any di-
rection ¥ with different speeds (dw/ dk)(k, D).

Returning to the interpretation of the singularity for the
modal density in light of the previous remarks, Eq. (19) re-
veals that the modal density can be represented as a weighted
average of 1/(dw/dk). Thus, a singularity in v(w) at some
frequency " can be interpreted as a frequency at which the
average of the inverse of the speed (dw/dk)(k,V) is large,
i.e., an energy transport along the structure is slowed down.

Both these approaches provide a physical explanation of
the pseudo-damping effect as it relates to the presence of a
singularity in the modal density. Singularity in the modal
density is also an indicator of the average slowness of the
energy propagation in the structure.

The developments in this section help clarify the rela-
tionship of singularities in »(w) with propagation of the en-
ergy in a structure, and why the tensors e, 8 play a crucial
role in producing pseudo-damping. The next section consid-
ers the case of a simply supported isotropic plate, which,
with the application of a suitable compression force and a
suitable elastic foundation, can also produce coefficients a,
B that induce a singularity in its modal density, or, equiva-
lently, the described effects on the group velocity leading to
pseudo-damping. Section IV presents the case of a spherical
shell with analogous conditions; however, in this case the
tensors a, B naturally produce a frequency condensation
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FIG. 3. (Color online) Schematic of a plate that rests on an elastic founda-
tion with in-plane compressive forces applied at each edge.

similar to that of the isotropic plate. In that case, that shell’s
curvature provides the stiffness effect replacing the role of
the elastic foundation on the plate response.18 The way the
energy leaves the input force location for shells or plates on
elastic foundation is emphasized, leading to the apparent
damping effect. An energy delocalization effect that can have
a similar nature has been shown in Ref. 19. Finally, Sec. V
demonstrates the case of a cylindrical shell that naturally
exhibits pseudo-damping due to its anisotropic structure.

IV. PRELOADED FLAT PLATE ON AN ELASTIC
FOUNDATION

Consider a flat plate on an elastic foundation of stiffness
v per unit area and subjected to a compressive preload F (see
Fig. 3).

The equation of the motion (6), with the out-of-plane
displacement w decoupled from the in-plane displacements,
takes the simple form

DV*w + FV*w + yw + h@—o (23)
W p (9t2 - ’

where V(-)=e(d/dx,)(-)+e,(d/ dx,)(-), x;, x, are the Carte-
sian coordinates in the plane of the plate, and ey, e, are the
unit vectors along the coordinate axes, D, F, p, and h repre-
sent the plate bending stiffness, the compressive preload, the
material mass density, and the plate thickness, respectively.

A. Effect of the elastic foundation, F=0, y#0

Following the procedure shown in the previous section,
the expression for isotropic dispersion becomes

Dk* + hw® —
0= _“Y:)ky/w, (24)
ph D

and the group velocity has the form

=2k 5)
() = —=—7—.

In this case, the group velocity vanishes for k=0, or, for
=w =\'y/ph, the factorization ¢ (w)=k(w)7(w) holds, but
7(w")=0. Thus, any frequency for which c,(w) vanishes is
expected to produce a singularity in v(w). Expressions for
the modal distribution and the modal density can be obtained
from Egs. (24) and (25) as
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7 [phe® -y

N(w) = —~/ 1,
(@=7x D
(26)
(o) Tk(w) 7T ph 1)
Vo)=—""""="—"""=+——.
2Acg(w) 4A \/l_) \rphwz -y

Eqms (26) confirm the singularity of v at w=o"
=Vvy/ph at which the modal distribution N vanishes and the
modal density has a singularity. The presence of such a sin-
gularity in the modal density suggests the possibility of a
pseudo-damping effect.

The dispersion relation, modal distribution, and modal
density shown, respectively, in Figs. 4(a)-4(c) demonstrate
the changes affected by the elastic foundation alone, without
a preload. Figures 5(a) and 5(b) compare the impulse re-
sponse of a flat plate at its center (x;=L,/2, x,=L,/2) with
(F=0,y#0) and without elastic support and preload (F
=0,y=0), respectively, clearly demonstrating the role of
elastic foundation in producing pseudo-damping.

B. Effects of preload, F#0, y+0

The effects of preload, F#0, in generating pseudo-
damping can be examined explicitly through the isotropic
dispersion relationships and the group velocity:

Dk*—FK* +y
w=\—"—",
ph
(2 2
|F~14 — D(y - ph + F/2
k=\/w (YDP w”) ’ 27)

1 2DK’-Fk
Cc,= _/=.
¢ \/p_h VDk* - FI> + y

The group velocity vanishes for k=0 and k=\F/2D, associ-

ated, respectively, with the frequencies w:;:\/m, and wT
=\(Dy-F 2/4)/ ph, aff < wg. In this case, the factorization of
cg*(w)=k(w) 7(w) holds and 77((»3) # 0. Thus, the frequency
w, is not expected to generate a singularity in v. The corre-

sponding modal distribution and the modal density expres-
sions follow as

L,L, NF*/4 — D(y— ph?®) + F/I2
4 D ’

N(w) =

(28)
_ L1L2pl’l w

47w \FY4-D(y- pho?)’

()

where the modal density v(w) has only one singularity at
w,=+\/(Dy—F?/4)/ph. This result, then, provides the capa-
bility to select the condensation frequency wT through a suit-
able combination of parameters y and F.

The requirement that the frequency at which condensa-
tion develops is real is satisfied by introducing an additional
condition that stems from the buckling criteria: y> F?/4D or
y=0F?/4D with o> 1.

Carcaterra et al.: Pseudo-damping in plates and shells
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FIG. 4. For a plate resting on an elastic foundation, without the compressive
in-plane forces: (a) dispersion relation, (b) modal distribution, and (c) modal
density. Elastic foundation introduces a condensation region where the
change in natural frequency with respect to wave number nearly vanishes.

Simulation of the impulse response of a plate is made
with the same parameters of the previous case, but with a
preload that corresponds to o=S5.

Results for the dispersion relation, modal distribution,
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FIG. 5. (Color online) Impulse response of the simply supported plate de-
picted in Fig. 2 (a) with (horizontal line is initial displacement) and (b)
without the elastic foundation. Presence of elastic foundation leads to
pseudo-damping of the plate response.

and modal density are given in Figs. 6(a) and 6(b), respec-
tively. The corresponding impulse response shown in Fig. 7
again demonstrates the presence of pseudo-damping.

V. SPHERICAL SHELL

The case of the spherical shell represented in Fig. 8 is
analogous to the previous case except that the role of the
elastic foundation is replaced by that of shell’s curvature.
The equation of motion of a spherical shell has the form

FV4w
&IZ =0, (29)

Eh
DV3w + FV“W + ph

where V(-)=e;(d/dx,)(-)+e,(d/dx,)(-), x; and x, represent
spherical coordinates over the spherical surface of radius R,
respectively, e, e, are the associated unit vectors, and E is
the Young’s modulus of the shell’s material. Substituting for
w=Aeki¥1e7/ka¥2ei9t wyith ky=k cos 9, ky=k sin & in the pre-
vious equation, yields the dispersion relation, which becomes
identical to that of the plate on an elastic foundation by sim-
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FIG. 6. For a plate resting on an elastic foundation and under compressive
in-plane forces: (a) dispersion relation, (b) modal distribution, and (c) modal
density. Compressive forces move the frequency at which condensation de-
velops.

ply considering N=0 and replacing y with Eh/R>. As a re-
sult, the condensation frequency for a spherical shell be-
comes w=w"=(1/R)E/p.

Simulation of the impulse response of a shell of radius
R=0.2 m, using the same parameters as in the previous
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FIG. 7. (Color online) Impulse response of the plate under compressive
in-plane forces (horizontal line is initial displacement).

cases, produced the results given in Figs. 9(a)-9(c) for the
dispersion relation, modal distribution, modal density, re-
spectively, with the corresponding impulse response in Fig.
10. As before, these results show inhibition of wave propa-
gation for waves with frequencies around w".

VI. CYLINDRICAL SHELL

The case of the cylindrical shell, depicted in Fig. 11,
differs from that of the spherical shell because of the disper-
sion relation dependence on the heading angle. The general
Eq. (6) can be specialized for cylindrical shells, adopting one
of several theories. Instead of the Donnell theory, which has
the two tangential displacements coupled with the normal
displacement w, the Donnell-Vlasov approach leads, with
some approximations, to the decoupled equation of motion:

¢ Eh Fw PV
DV W+P(9—x?+ph7=0’ (30)

where V(-)=e1(d/dx,)(-)+e,(d/dx,)(-), e, €, are the associ-
ated unit vectors, and x; and x, are the axial and the circum-
ferential coordinates, respectively. Substituting for w
=AeKi¥1e7/k2%20i! | =k cos 1, and k,=k sin © in the previ-

x,(w)

FIG. 8. Coordinate system for a spherical shell element. E=14
X 10" MPa, v=0.3, L;=0.6 m, L,=0.6 m, thickness #=2X 1073 m, and ra-
dius R=0.2 m.
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FIG. 9. For the spherical shell element in Fig. 7: (a) dispersion, (b) modal

distribution, and (c) modal density.

ous equation yields the anisotropic dispersion relation:
D Eh
w=/—Vk*+ccos* 9, c=——. (31)
ph R°D

In this case, anisotropy does not allow a direct correspon-
dence between the singularity in modal density and the group
velocity. As explained in Sec. III, the group velocity compo-
nent along the normal to the wave front must be considered:
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FIG. 10. (Color online) Impulse response of the spherical shell element,
which includes 10 000 modes in the simulations (horizontal line is initial
displacement). Position of excitation and response at x;=L,/2, x,=L,/2.

k=22 _4,/2 X (32)
¢, k=—7= ———
g ok ph\/m

The modal density can be expressed in terms of this last
quantity:

) [ 2
=— do
v(w) AL}] X

Cq
1 [ph (™ d9
=—/Z f NG5
4A N D Jy, V1 - (cD/phe?®) cos* O

The elliptic integral in Eq. (33) can be shown to have a
singularity at the condensation frequency wy=(1/R) JVE/p.

Simulation of the impulse response for a shell with R
=0.2 m is made using the same parameters of the previous
cases. The results for the dispersion relation, modal density,
are given in Figs. 12(a) and 12(b), respectively, with the
corresponding impulse response in Fig. 13. Again, the im-
pulse response shows a decay and reduced amplitude over
time.

x, ()

¥
h
FIG. 11. Cylindrical shell element and the coordinate system that describes

it. E=1.4X 10" MPa, »=0.3, with dimensions L;=L,=1 m, thickness A
=2X 1073 m, and radius R=2 m.
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FIG. 12. Dispersion (a) and modal density (b) of the cylindrical shell ele-
ment.

VIl. CONCLUDING REMARKS

This paper introduces the concept of pseudo-damping,
represented by a decaying impulse response of structures
even in the absence of any dissipation. Pseudo-damping de-
velops when the structure has one or more singularities in its
modal density or, analogously, condensation points in its
natural frequency distribution. In two-dimensional isotropic
plates and shells, as well as in one-dimensional structures, a
singularity in the modal density, or a condensation in the
natural frequency distribution, corresponds to a vanishing
group velocity that stops radiation, or propagation, of
structure-borne waves following an impulse excitation. As-
sociated with the singularity is a cutoff frequency, which in
effect filters those waves with frequencies in its vicinity. In
two-dimensional anisotropic structures, the singularity in the
modal density corresponds to a singularity in the directional
average of the inverse of the group velocity component along
the normal to the wave front, again implying an inhibition of
the energy propagation along the structure and, consequently,
of the energy reflected back from the boundaries.

As in a beam, a plate can also be made to exhibit
pseudo-damping by applying in-plane compressive forces
while supporting it on an elastic foundation to induce a con-

812  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

120 T T T

80 g

60 1

20

40t 1

Nondimensional displacement

-60 1

80 I . .
0 50 100 150 200
Nondimensional time

FIG. 13. (Color online) Impulse response of a cylindrical shell (horizontal
line is initial displacement). Simulations considered include 10 000 modes.
Position of excitation and response x;=L,/2, x,=L,/2.

densation point in its natural frequency distribution. Shell
natural frequencies, on the other hand, naturally exhibit con-
densation points, which can be significant in the measure-
ments of shell impulse response. The measured results will
have decaying characteristics due to both the inherent dissi-
pation and pseudo-damping described in this paper.
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This paper introduces a method for determining the transmission coefficient for finite coupled plates
using an analytical waveguide model combined with a scattering matrix. In the scattering matrix
method, the amplitudes of the structural waves impinging on a junction are separated into incident,
reflected, and transmitted components. The energy flow due to each of these waves is obtained using
a wave impedance method, which is subsequently used to determine the transmission coefficient.
Transmission coefficients for semi-infinite and finite L-shaped plates are investigated for single and
multiple point force excitations, and for controlled incident wave sources. It is shown that the
transmission coefficients can also be calculated from details of the modal transmission coefficients
and the modal composition of the energy incident on the junction. Results show that the modal
transmission coefficients are largely independent of whether the plates have finite or semi-infinite
boundary conditions, and are only dependent on the details of the coupling. Finally, frequency
averaged transmission coefficients are compared for semi-infinite and finite structures. In the cases
considered, it is found that the semi-infinite system is a good approximation for finite systems after
frequency averaging, especially if the system is excited with multiple point force excitation. © 2007

Acoustical Society of America. [DOI: 10.1121/1.2747165]

PACS number(s): 43.40.Dx [DSB]

I. INTRODUCTION

The transmission coefficient for a structural junction is
defined as the ratio of energy transmitted through the junc-
tion to the energy that is incident upon it. Transmission co-
efficients are used extensively in vibroacoustic analysis, in
particular as a parameter in energy based methods such as
statistical energy analysis (SEA)' and energy flow analysis.2

To determine the transmission coefficient of a junction,
it is generally required to calculate the energy flow incident
on and through the junction and this has been the focus of
various energy methods. Energy flow in a plate structure us-
ing the Poynting vector method has been presented by Ro-
mano et al.” and accounts for energy transmission due to
flexural and in-plane motion. The wave impedance approach
has been employed by many authors,”™® for example, Wester
and Mace" use this method to examine the flow of energy
through edge connected plates. The wave impedance method
is particularly useful as the energy flow can easily be broken
into directional components. It is therefore possible to sepa-
rate the energy at a junction into incoming and outgoing
energy, which is an important step toward determining the
incident, transmitted, and reflected energy components re-
quired to determine transmission and reflection coefficients.
In this paper, energy associated with individual waves will be
determined using a combination of the principles of the wave
impedance approach and the Poynting vector method.

Transmission coefficients for finite structures have not
been widely studied due to the general assumption that, at
least in the frequency average, the transmission coefficients
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for semi-infinite and finite structures are equivalent.9 It has
been common practice to use the transmission coefficient
derived for a semi-infinite system as an approximation for
that of a finite system.l’s’g’lo Simplified transmission coeffi-
cient expressions have been given for L-, T-, and X-shaped
plates based on the ratio of the plate thickness by Cremer et
al’ using a wave impedance based approach. Langley and
Heron® developed expressions for transmission coefficients
for an arbitrary number of semi-infinite plates connected at
various angles at a beam junction. Langley and Shorter’ used
a wave impedance approach to develop transmission coeffi-
cients in point connected structures such as beam-plate con-
nections. Park ef al.® examined “semifinite” structures where
either the source or receiver plate was finite. They demon-
strated that the finite boundary conditions significantly al-
tered the transmission coefficient from that predicted for the
semi-infinite structure, though there were similarities in the
transmission coefficients predicted for the semi-infinite and
semifinite systems. Another reason for using the transmission
coefficient derived from a semi-infinite structure as an ap-
proximation to that of a finite system is due to the difficulty
involved in separating the transmitted and reflected wave
components from the outgoing waves leaving the junction in
a reverberant structure. Wester and Mace® used a scattering
matrix derived from a wave approach to determine the out-
going waves produced by incoming waves incident on a
junction of a coupled plate structure and used a combination
of these coupled junctions to model an entire plate structure.
Shorter and Langleyll describe a method of separating a re-
verberant field into components due to the direct field and
due to subsequent reflections of the direct field from the
boundaries. However, to the authors’ knowledge, there has

© 2007 Acoustical Society of America
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FIG. 1. Power incident, transmitted and reflected on (a) semi-infinite and (b)
finite plates.

been little or no work on separating the reverberant field at
the junction of finite coupled structures into components due
to incident, reflected, and transmitted waves, from which the
transmission and reflection coefficients can be determined.
In this paper, a method for determining the transmission
coefficient of finite coupled plates is presented. The scatter-
ing matrix method has been employed as a means of sepa-
rating the incoming and outgoing waves at a coupled finite
plate junction. A wave impedance method is then used to
determine the energy due to each wave component, from
which the energy flow associated with incident, reflected,
and transmitted waves can be obtained. Transmission coeffi-
cients for semi-infinite and finite L-shaped plates are inves-
tigated for both single and multiple point force excitation. A
method of calculating the finite transmission coefficient from
details of the semi-infinite transmission coefficient and the
modal composition of the energy incident on the junction is
also presented. Results show that the modal transmission co-
efficients are largely independent of whether the plates have
finite or semi-infinite boundary conditions, and are only de-
pendent on the details of the coupling. Finally, frequency
averaged transmission coefficients are presented for semi-
infinite and finite systems. In the cases considered, it is found
that the semi-infinite system is a good approximation for
finite systems after frequency averaging, especially if the
system is excited with multiple point force excitation.

Il. THEORY
A. Transmission coefficients

The transmission coefficient 7 for a junction is defined
as the ratio of transmitted power Py, to the incident power
P, and is given by5

P
= trans ) (1)
P inc
Similarly, the reflection coefficient w and loss coefficients A
are, respectively, defined by

Pref

==, (2)
Pinc

AN=1l-u-r1, (3)

where P, is the reflected power. Figures 1(a) and 1(b) re-
spectively show the waves generated by an external force for
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FIG. 2. L-shaped plate dimensions and coordinate system.

a semi-infinite and finite L-shaped plate system. P;, is the
input power due to the external force. With a single excita-
tion, semi-infinite structures only generate one set of active
incident, transmitted, and reflected waves, as shown in Fig.
1(a). In the case of a finite structure [Fig. 1(b)], a reverberant
field is generated by reflections at the finite plate edges. For
finite structures, it is important to determine what propor-
tions of the outgoing waves from the junction are due to
transmitted and reflected waves. To evaluate the transmission
coefficient, it is necessary to separate the energy flow leaving
the junction into components due to reflection and transmis-
sion, respectively. In this paper, this is achieved using a scat-
tering matrix method, which is discussed later in further de-
tail.

A simplified method of calculating the transmission co-
efficient for L-shaped structures for semi-infinite plate and
beam structures was presented by Cremer et al.’ This method
is derived from the moment and force equilibrium and dis-
placement and slope continuity requirement across a junc-
tion. An approximation for the transmission coefficient for
plates with homogeneous properties is given by

2
= (SR Ry (4)

where o=h,/h, is the ratio of the thickness of the two plates.
For plates of the same thickness (o=1), the transmission
coefficient is 7,,=0.5.

B. Waveguide method

An L-shaped plate system as shown in Fig. 2 is exam-
ined, which is simply supported along two parallel edges
corresponding to y=0 and y=L,, and free at the other two
edges corresponding to x;=0 and x,=L,,. The junction of the
two plates corresponds to x;=L,; and x,=0. The two plates
are of the same material and thickness. An external point
force excitation of amplitude Fi, at a location (xi,,y,) is
applied to plate 1 and is described by a Dirac delta function.
The equation of motion for the flexural motion of a plate w is
given by12

4 ﬁzw jwt

DV W+ph¥=Fin5(x_xin)5(y_yin)ej ’ (5)
where V4=V?V? and V?=¢*/9x>+*/dy?* is the Laplace op-
erator. D=ER3/12(1-17) is the plate flexural rigidity, v is
Poisson’s ratio, p is the density, and % is the plate thickness.
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Damping is included using a complex Young’s modulus, E
=E(1+j7), where E is the Young’s modulus and 7 is the
damping loss factor. Using the analytical waveguide method,
the flexural displacement of the plate with two parallel sim-
ply supported edges results in a modal solution in the y di-
rection and a traveling wave solution in the x direction. A
general solution for the flexural displacement is given by13

—jk ik —k
Wp(X,yJ) = E (Ap,l,me s +Ap,2,mej i +Ap,3,me n*
m=1

+ Ay sin(k,y)el, (6)

where A, , are the wave displacement amplitudes, and the
subscript p, g, and m refer to the plate number, wave index,
and mode number, respectively. The first two waves of am-
plitude A,,,, and A,,, represent traveling waves in the
positive and negative x directions, respectively. The last two
waves are, respectively, evanescent waves in the positive and
negative x directions. k,=mar/L, is the wave number in the y
direction. k,= \kﬁ—k% and k,= \r’k;+k3 are the wave numbers
along the x direction for the propagating and evanescent
AT T

waves, where kp=\r’w ph/D is the flexural wave number of
the plate. The frequency of transition between the evanescent
and propagating waves is known as the modal cut-on
frequency.8 The displacement only has to be considered
above the cut-on frequency for a particular mode, limiting
the infinite summation in Eq. (6) The modal cut-on fre-
quency is defined to be when k,=k, and is given by8

am(m\* |D
J%ﬁg(;) \ o ()
y ph

The wave displacement amplitudes in each section of
the L-shaped plate are evaluated for each mode number us-
ing boundary conditions and coupling equations which are
developed from displacement and slope continuity, and mo-
ment and force equilibrium equations. The internal forces
and moments acting on the plate are given by12

oeof 22 8
=7 P +V&y2 ) (8)
— D(& (93W ) (9)

Q=-D{75+ axay?)’

My, =-D(1-v) il (10)

xdy’

where M, is the bending moment, Q, is the shear force due
to bending, and M, is the twisting moment. The net vertical
shear force is obtained by V.=Q,+dM,,/dy.

The boundary conditions at the free edges corresponding
to x;=0 and x,=L,, result in zero bending moment and net
vertical shear force.'” Due to the external force, there are
four coupling equations at x=ux;, corresponding to continuity
of displacement and slope, and equilibrium of the moments
and shear forces.'® The coupling equations at the junction of
an L-shaped plate are well established™'* but details are pro-
vided here for completeness and because of their underlying
importance to both the Poynting vector energy flow and scat-
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tering matrix methods. The coupling equations at the
L-shaped junction are also given by continuity of displace-
ment and slope, and equilibrium of moments and shear
forces. Continuity of bending moment from plate 1 to 2 plate
results in

Mxl(Lxl’y)zMXZ(Osy)- (11)
Continuity of slope yields

w1(Ly1,Y) _ dw,(0,y)
ox ox

(12)

At the junction, the transformation of flexural to in-plane
energy is treated as a loss. The shear force in plate 1 induces
a longitudinal force in plate 2. Similarly, the shear force in
plate 2 generates a longitudinal force in plate 1. The ampli-
tude of the flexural displacement at the junction in plate 1 is
equal to the amplitude of the longitudinal waves in plate 2,
and similarly, the amplitude of the flexural displacement in
plate 2 is equal to the amplitude of the longitudinal waves in
plate 1. The force and displacement continuity equations can
be resolved in terms of the flexural displacement in plates 1
and 2, and are given by14

Fwi(Ly.y) Pwi(Ly.y)  jk

e R Ee =Ly (13)
L

Pwy(0,y) FPwy(0,y) - jk

# +(2- V)axz—(9y2 = TLﬁwz(O,y), (14)

where k; =+/pw*(1-1?)/E is the in-plane wave number. Due
to the external point force located at (xj,,y;,), the L-shaped

plate is separated into three sections (0<x; <x;,), (x;,<x,
<L,) and (0<x,<L,,). This results in a total of 12 un-
known displacement wave amplitudes to be determined.
Substituting the general solution for the plate flexural dis-
placement given by Eq. (6) into the equations for the bound-
ary conditions at the free edge, and continuity equations at
the force location and junction, the displacement amplitudes
can be determined. This is achieved by arranging the 12
equations in matrix form given by @A =F, where the matrix
« contains details of the boundary and continuity equations,
the vector A contains the unknown wave displacement am-
plitudes, and the vector F contains details of the external
force applied to the system. The wave displacement ampli-
tudes can be found by A=a"'F.

C. Modeling of the energy flow

There are a number of ways that energy flow can be
evaluated from a waveguide solution including the Poynting3
and wave impedance4 methods. Using the Poynting method,
the time averaged net energy flow in the x direction per unit
width of plate is given by3’14

P e fLyR ( V"0 —(M*M —.*M )&y (15)
= elw Q,— - ,

L,J, oot gy Y
where w denotes derivative of w with respect to time and the

asterisk ( *) denotes the complex conjugate. When Eq. (15) is
fully expanded there are cross-power terms involving inter-
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actions between the positive and negative traveling and eva-
nescent waves. These cross-power terms are commonly ne-
glected in wave impedance based methods on the assumption
that traveling waves alone are the dominant mode of energy
transmission.*® Using this assumption, the energy flow that
is associated with a particular wave can be determined from
Eq. (15) by substituting only the component of the displace-
ment associated with that wave. The displacement w,, , asso-

ciated with a traveling wave of amplitude A, ,, is given by

©

Wpg= 2 Ay g sin(k,y)ehelor, (16)

m=1

Using this approach, the power flow is broken into positive
and negative components associated with the positive and
negative traveling waves. This method can be used to obtain
the energy flow associated with the incoming and outgoing
waves at a junction. The energy flow due to the reflected and
transmitted waves at a junction can now be determined using

a scattering matrix method which is described in what fol-
lows.

D. Scattering matrix method

The scattering matrix is used to separate the outgoing
waves generated at a junction in a reverberant system into
components due to reflected and transmitted waves. The
scattering matrix is developed by rearranging the coupling
equations for the plate junction such that the outgoing wave
amplitudes are calculated for a given set of incoming wave
amplitudes. Hence, the coupling equations can be expressed
as

aA,, =bA;,, (17)

where Ay ={A| |, A13m Asom Az}’ s a vector contain-
ing the amplitudes of waves incoming to the junction, and
Aou={A1 2 Al 4 As1m Asz,n}! contains the amplitudes of
waves produced at and leaving the junction. Both a and b are
matrices simply derived by rearranging the coupling equa-
tions in the matrix e and are given by

i _jkxe\ikxl‘xl — kneknl‘xl _jkx
(k; + vk)eSsba = (kp = vio)efnba = (K + k) Ky — vk,
a= N ikl L ' BE (18)
(= B+ et (x + h)efnx 0
i 0 0 B-¢  —-x-¥
_jkxe_jkaXZ — kne_knLXZ _jkx — kn
| =G+ vk (g — vk))e e I+ vky — K+ vk,
b= (= B-pette (y— e nln 0 ' (19)
| 0 0 B+y  —x+y

where  B=jk (k;+(2-)k)), x=k,(k,—(2-v)k), and
= jk;/ k;. The scattering matrix T is given by

T=a"'b (20)
and hence
Aout= TAin' (21)

The first step in separating the reflected and transmitted
wave components in a finite structure is to evaluate the wave
displacement amplitudes using the waveguide method. The
incoming waves (both traveling and evanescent) that are in-
cident on one side of the junction are then used as the input
to the scattering matrix with the incoming wave from the
opposite direction being set to zero. The outgoing wave am-
plitudes are then calculated and these represent the transmit-
ted and reflected waves. Using Egs. (15) and (16), the energy
flow associated with the transmitted and reflected waves can
be determined. Referring to Fig. 1(b), the transmission coef-
ficient for transmission from plates 1 to 2, 7,
=P trans/ P1 ine» 18 then be obtained. It should be noted that
the incident energy on the junction from plate 1, P j,, is due
to waves generated directly by the input force and the waves
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that are reflected back to the junction by the finite edges on
plate 1. The process is repeated for the incoming waves on
the opposite side of the junction to determine the transmis-
sion coefficient for transmission from plates 2 to 1, 7
=P5 trans/ P2 ine- In this case, the incident energy on the junc-
tion from plate 2, P, ;,., is only due to the reverberant field in
plate 2.

E. Modal transmission coefficient relationship

After the incident and transmitted energies have been
determined using the Poynting method, the total transmission
coefficient 7 can be evaluated [Eq. (1)]. This total transmis-
sion coefficient accounts for the energy transmitted by all the
active modes. Alternatively, the modal transmission coeffi-
cient 7,, is calculated by only considering the displacement
associated with a single mode m, that is

P

trans,m
= —0 22
Tm= P ( )

inc,m

The total transmission coefficient can also be derived in
terms of modal power components where the transmitted and
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FIG. 3. The total transmission (—), reflection (---), and loss (- - *) coefficients
for two semi-infinite plates coupled at right angles with excitation at
(x7,y)=(742,309). Modal cut-on frequencies (@) are also shown.

incident power terms in Eq. (1) are given in terms of their
modal summation. The total transmission efficiency in this
form is given by

E Ptrans,m
m

E Pinc,n
n

Ptrans,m

m E Pinc,n
n

T

(23)

Multiplying both the numerator and denominator of the
expression inside the brackets in Eq. (23) by the incident
modal power Py, ,, and using Eq. (22), an expression for the
total transmission coefficient can be obtained in terms of a
summation of the modal transmission coefficient multiplied
by the proportion of incident modal power,

= 2 M - 2 Tmﬂ . (24)
m E Pinc,n Pinc,m m E Pinc,n

n n

Plrans,m

The relationship established by Eq. (24) is investigated ana-
lytically in the proceeding section.

lll. RESULTS

Results are presented for an L-shaped plate shown in
Fig. 2 with dimensions of L,;=1200 mm, L =600 mm, and
L,=500 mm. Both plates have a thickness of #=2 mm. The
plates are of aluminum with Young’s modulus E=71 MPa,
density p=2800 kg m~3, Poisson’s ratio »=0.3, and damping
loss factor 7=0.001.

A. Semi-infinite and finite transmission coefficients

The transmission coefficient is initially investigated for
an L-shaped plate subject to a single harmonic point force
excitation at a location  (x,y)=(0.618L,,0.618L,)
=(742,309) (all locations given are in millimeters), at which
a large number of modes are excited. Figure 3 shows the
total transmission, reflection, and loss coefficients for the
semi-infinite L-shaped plate. Coefficients are presented for
frequencies above the first modal cut-on frequency. Below
this frequency, all waves are evanescent and the analysis is
no longer valid as it has been assumed that the traveling
waves are the primary transmission path. The coefficient re-
sults for the semi-infinite plate show distinct frequencies at
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FIG. 4. The total transmission (—), reflection (---), and loss (- - ) coefficients
for waves traveling from plate 1 to 2 for two finite plates coupled at right
angles with excitation at (x;,y)=(742,309). Modal cut-on frequencies (®)
are also shown.

which the total transmission coefficient is dramatically re-
duced. These frequencies are related to the modal cut-on
frequencies (also shown in Fig. 3), showing that as a mode
becomes active the transmission coefficient decreases. It can
also be seen in Fig. 3 that the loss coefficient slightly in-
creases with frequency and appears to follow a square root
trend. This behavior was predicted by Cremer et al’ for
losses due to the transformation of flexural to in-plane waves
at the L-plate junction, and confirms that the contribution of
in-plane motion increases with frequency.l4

In Fig. 4, the transmission, reflection, and loss coeffi-
cients are shown for the finite L-shaped plate generated using
the scattering matrix method for incident waves impinging
on the L junction from plate 1. The transmission and reflec-
tion coefficients for the finite system show much greater
variation with frequency. Similarities between the results for
the finite and semi-infinite structures can be found. A dra-
matic reduction in the transmission coefficient occurs at the
modal cut-on frequencies. The loss coefficient also follows
the same general trend as the semi-infinite results.

The transmission coefficients for the semi-infinite and
finite L-shaped plates are compared in Fig. 5. The transmis-
sion coefficient as predicted by Cremer et al’® is also shown.
In the low frequency region between the first and second
modal cut-on frequencies, the transmission coefficients for
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FIG. 5. Comparison of the total transmission coefficients for semi-infinite
(—) and finite (- --) systems excited at (x;,y)=(742,309). Also shown is the
transmission coefficient predicted by Cremer et al.—Ref. 5 (--) and the
modal cut-on frequencies (@).
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FIG. 6. Comparison of the total transmission coefficients for two semi-
infinite systems excited at (x;,y)=(742,309) (—) and (x;,y)=(100,100)
(---). Also shown are the modal cut-on frequencies (@).

both the finite and semi-infinite cases, are nearly identical.
Above the second modal cut-on frequency, the transmission
coefficient for the semi-infinite system appears to occur cen-
trally within the bounds of the finite results. The transmission
coefficient predicted by Cremer et al’ for an infinite
L-shaped plate is notably higher than the transmission coef-
ficients for the semi-infinite and finite systems predicted by
the methods presented in this paper.

Figure 6 compares the transmission coefficients for the
semi-infinite system excited at two different force locations
corresponding to (x;,y)=(742,309) and (100,100). Figure 6
shows that the amplitude of the transmission coefficient var-
ies with input location. This result is expected as Eq. (24)
predicts that the transmission coefficient depends on the
modal composition of the energy incident on the plate, which
in turn is highly dependent on the input force location. For
the semi-infinite L-shaped plate of width 500 mm between
its simply supported edges, a force location of (x;,y)
=(100,100) will not excite the fifth mode. The absence of
this mode increases the total transmission coefficient in the
frequency region between the fifth and sixth cut-on frequen-
cies.

To further investigate the effect of the excitation loca-
tion, Fig. 7 shows the variation of the transmission coeffi-
cient for a semi-infinite system with changes in the force
location in the y direction when the input is fixed in the x
direction at x;=0.618L, (x;=742 mm). Similarly, Fig. 8 pre-
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sents the variation of the transmission coefficient with
changes in the force location in the x direction when fixed in
the y direction at y=0.618L, (y=309 mm). Figure 8 shows
little to no variation in the transmission coefficient along the
x direction except at locations close to the junction. Hence,
the results presented in Fig. 7 are indicative of the transmis-
sion coefficient at all excitation locations on the plate except
in regions close to the junction. Figure 7 distinctly shows
that the transmission coefficient becomes a minimum value
at each cut-on frequency, as shown in Fig. 3.

In order to examine the effect of incident modal energy
not dominated by a single mode, on the transmission coeffi-
cient of coupled structures, two other excitation types are
also investigated. Figure 9 shows the transmission coefficient
for a plate subject to random point force excitation, where
the transmission coefficient is obtained by exciting the plate
at 100 different locations and then taking the total transmis-
sion coefficient to be the average value calculated over all
the excitation locations considered.® Examining the transmis-
sion coefficients for the semi-infinite structure shows that for
multiple force excitation, all of the modes are active and the
dominance of each of these modes appears to be very similar,
that is, the peak values of the transmission coefficient are
nearly constant. The transmission coefficient for the finite
coupled plates still varies significantly with frequency.

Figure 10 presents the transmission coefficients for the
semi-infinite and finite systems subject to an incident wave
excitation. In this case the plate is not excited by a point
force, but instead the incident wave displacement amplitudes
are set to unity for each mode and the waveguide model is
then solved to determine the remaining wave displacement
amplitudes.8 Figure 10 shows that under incident wave exci-
tation, the transmission coefficients for the semi-infinite and
finite systems are nearly identical. This result is not surpris-
ing since the modal composition of waves incident on the
junction have been constrained such that they are identical
for the finite and semi-infinite cases. The transmission coef-
ficients approach a constant value of approximately 0.34,
which is well below the transmission coefficient of 0.5 pre-
dicted by Cremer et al.’ for an infinite L-shaped plate.

0.5
0.45

0.4

FIG. 7. The variation of total transmission coefficient
with input location in the y direction for a semi-infinite
system. The input location is fixed in the x direction at
x;=742 mm.
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B. Modal transmission coefficient relationship

In the previous section, it was briefly discussed that the
total transmission coefficient is dependent on the modal
composition of the incident energy. Equation (24) predicts
that the total transmission efficiency is made up of modal
transmission coefficients, with the dominance of each modal
transmission coefficient determined by the proportion of
modal energy incident on the junction. Figure 11 shows the
total and individual modal transmission coefficients for the
semi-infinite system, for an excitation location at (x,,y)
=(100,100). Each modal transmission coefficient com-
mences at its cut-on frequency at zero, and asymptotically
approaches a constant value which never exceeds the value
of the preceding modal transmission coefficient. In the low
frequency region between the first and second modal cut-on
frequencies, the first modal and total transmission coeffi-
cients are equal. Beyond the second cut-on frequency, the
total transmission coefficient never exceeds the value of the
transmission coefficient for the first mode.

The total and individual modal transmission coefficients
for the finite system are shown in Fig. 12, for a force located
at (x,,y)=(100,100). Similar to the results for the semi-
infinite L plate, the total transmission coefficient for the finite
plate is the same as the modal transmission coefficient for
the first mode until the second cut-on frequency is reached,
and the maximum value of the total transmission coefficient
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FIG. 9. Comparison of the total transmission coefficient for semi-infinite
(—) and finite (---) systems excited at 100 random point locations on plate
1. Also shown is the transmission coefficient predicted by Cremer et al.—
Ref. 5 (--) and the modal cut-on frequencies (@).
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FIG. 8. The variation of total transmission coefficient
input location in the x direction for a semi-infinite sys-
tem. The input location is fixed in the y direction at y
=309 mm.

Transmission Coefficient

never exceeds the value of the modal transmission coeffi-
cient for the first mode. For the finite plate, whilst the maxi-
mum value of the total transmission coefficient is often close
to the value of the modal transmission coefficient for the first
mode, the minimum value of the total transmission coeffi-
cient roughly follows the values of the modal transmission
coefficients as each subsequent mode becomes active. In Fig.
12 it is particularly evident that at a force location of
(xy,¥)=(100,100) (for a plate of width 500 mm between its
simply supported boundaries), the fifth mode has not been
excited which affects the general trend of the minimum value
of the total transmission coefficient between the fifth and
sixth cut-on frequencies.

It is of interest to note that the modal transmission co-
efficients are the same for the finite and semi-infinite struc-
tures, and are hence independent of the semi-infinite and
finite boundaries. Figures 11 and 12 also compare the total
transmission coefficients calculated using Eq. (1), and using
the modal transmission coefficients and proportion of corre-
sponding modal incident energies [Eq. (24)]. As the modal
transmission coefficients for both finite and semi-infinite
structures are the same, the total transmission coefficient for
the finite structure (Fig. 12) was calculated using the modal
transmission coefficient for the semi-infinite system, and
hence use of the scattering matrix method was not required.
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FIG. 10. Comparison of the total transmission coefficient for semi-infinite
(—) and finite (- --) systems excited by an incident wave. Also shown is the
transmission coefficient predicted by Cremer et al.—Ref. 5 (--) and the
modal cut-on frequencies (@).
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FIG. 11. Total transmission coefficient for a semi-infinite (—) system ex-
cited at (x;,y)=(100,100) and corresponding modal transmission coeffi-
cients (-++). Also shown are the modal cut-on frequencies (@) and total
transmission coefficient (CJ) derived using the modal transmission coeffi-
cient relation.

It is of interest to note that for both the semi-infinite and
finite systems, the total transmission coefficients obtained by
both methods are an exact match.

In Fig. 13, the proportion of incident energy associated
with each mode for the semi-infinite L-shaped plate is pre-
sented. It is evident that an active mode is always dominant
at its cut-on frequency. The sudden reduction in the total
transmission coefficient at each modal frequency, as ob-
served in Figs. 3 and 9, is due to a combination of the mode
under consideration being dominant, and a nearly zero value
in its corresponding modal transmission coefficient at its
cut-on frequency. In regions away from the cut-on frequen-
cies, the incident energy is made up of well-defined propor-
tions of the incident modal energies. Similar results are ob-
served for the contribution of the incident modal energy to
the total incident energy for the finite system, although the
resonant behavior results in the dominant mode changing
rapidly with frequency. When a mode becomes dominant, its
proportion of incident energy is equal or close to unity and
hence accounts for almost all of the incident energy on the
junction. As the frequency increases and more modes are
active, the increased modal overlap makes it difficult for a
single mode to dominate the incident energy.
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FIG. 12. Transmission coefficient for a finite (—) system excited at (x;,y)
=(100,100) and corresponding modal transmission coefficients (---). Also
shown are the modal cut-on frequencies (@) and transmission coefficient
(O0) derived using the modal transmission coefficient relation.
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FIG. 13. Proportion of incident modal power attributed to mode 1 (—), 2
(---), 3 (-**), and 4 (---) for a semi-infinite L-shaped plate system excited at
(x1,y)=(100,100). Also shown are the modal cut-on frequencies (@®).

C. Frequency averaged transmission coefficients

The frequency averaged transmission coefficient is com-
monly used in energy methods such as statistical energy
analysis.1 Figures 14 and 15 compare the one-third octave
band frequency averaged transmission coefficients for the
semi-infinite and finite L-shaped plates, for a single force
located at (x;,y)=(100,100) and multiple point force excita-
tion, respectively. Figure 14 shows that while significant dis-
crepancies exist between the frequency averaged transmis-
sion coefficients for the semi-infinite and finite systems for
single force excitation, the semi-infinite transmission coeffi-
cient is a very good approximation for the finite system for
multiple force excitation. Comparison of Fig. 15 with Figs. 5
and 9 indicates that although there are significant differences
between the transmission coefficients for finite and semi-
infinite coupled plates, these differences become less pro-
nounced with both frequency averaging and multiple force
excitation.

IV. CONCLUSION

Transmission coefficients are widely used as a parameter
in energy based methods such as SEA for the vibroacoustic
analyses of large scale built-up structures, particularly for
buildings, aircraft, and ship hulls. This paper presents a thor-
ough investigation on transmission coefficients for finite sys-
tems, developed from a wave approach combined with an
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FIG. 14. One-third octave band frequency averaged transmission coefficient
for finite (---) and semi-infinite (—) coupled L-shaped plates excited at
(x1,y)=(100,100).
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FIG. 15. One-third octave frequency averaged transmission coefficients for
finite (---) and semi-infinite (—) coupled L-shaped plates with multiple
force excitation on plate 1.

energy flow equation and impedance method, and using a
scattering matrix to separate the transmitted and reflected
waves leaving the junction in a finite coupled structure. A
separate analysis has revealed that the transmission coeffi-
cient can be described in terms of the product of its indi-
vidual modal transmission coefficients and proportion of cor-
responding incident modal energy. Furthermore, it was
shown that the individual modal transmission coefficients
predicted for finite and semi-infinite L-shaped plates are
identical, which allows the transmission coefficient for a fi-
nite system to be calculated without using the scattering ma-
trix method. Results show that the total transmission coeffi-
cients for both semi-infinite and finite structures never
exceed the value of the modal transmission coefficient for
the first mode. Whilst there are significant differences in the
total transmission coefficients for semi-infinite and finite
coupled plates, these differences become less obvious using
frequency averaging, and under multiple force excitation (re-
sulting in equipartition of energy in all modes). In this analy-
sis, only bending waves in plates are considered, but the use
of the scattering matrix method in conjunction with the ana-

822  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007

lytical waveguide method could be extended to include con-
tributions of other wave types; for example, in order to ac-
count for the in-plane motion which becomes more
significant at higher frequencies.
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The ability to discriminate between call types and callers as well as more subtle information about
the importance of a call has been documented in a range of species. This type of discrimination is
also important in the vibrotactile environment for species that communicate via vibrations. It has
recently been shown that African elephants (Loxodonta africana) can detect seismic cues, but it is
not known whether they discriminate seismic information from noise. In a series of experiments,
familiar and unfamiliar alarm calls were transmitted seismically to wild African elephant family
groups. Elephants respond significantly to the alarm calls of familiar herds (p=0.004) but not to the
unfamiliar calls and two different controls, thus demonstrating the ability of elephants to
discriminate subtle differences between seismic calls given in the same context. If elephants use the
seismic environment to detect and discriminate between conspecific calls, based on the familiarity
of the caller or some other physical property, they may be using the ground as a very sophisticated

sounding board. © 2007 Acoustical Society of America. [DOI: 10.1121/1.2747161]

PACS number(s): 43.40.Ng, 43.66.Wv, 43.66.Gf, 43.38.Md [JAS]

I. INTRODUCTION

Animals assess their acoustic environment based on fre-
quency, amplitude and temporal properties of sounds. These
parameters have a different level of importance for different
species, depending on the limitations of the ear, the impor-
tance of the acoustic environment to survival, the social or-
ganization of the species and the context of the sound. A
variety of species are able to use the acoustic properties of
their calls to detect differences within conspecific vocaliza-
tions that distinguish call types as illustrated in Barbary
macaques (Fischer, 1998) and elephants (Langbauer et al.,
1991; Poole, 1999), as well as familiar versus unfamiliar
callers in the spear-nosed bat (Boughman and Wilkinson,
1998), sheep (Ligout et al., 2004), lions (McComb et al.,
1993), bottlenose dophins (Sayigh et al., 1999) and elephants
(McComb et al., 2001), or even body size (Cheney and Sey-
farth, 1991).

Research on suricate vocalizations has also shown that
information about the level of danger presented by the prox-
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imity of a predator can also be discerned, based on the se-
verity of the call (Manser, 2001). Information about the type
of predator is even encoded in vervet monkey vocalizations
(Seyfarth ef al., 1980). In addition, subtle frequency differ-
ences that distinguish the individual caller have been found
in marmots (Blumstein et al., 2004). The ability to detect
subtle changes in frequency has been demonstrated in such
species as the squirrel monkey (Weinicke er al., 2001), where
this species is able to detect frequency differences as small as
20-40 Hz in the range of 4—8 kHz, and an especially keen
discrimination ability above 10 kHz, followed by the bottle-
nose dolphin (Thompson and Herman, 1975) and the lesser
spear-nosed bat (Esser and Keifer, 1996). But in the lower
frequency range, in the hundreds of hertz, the squirrel mon-
key has poor frequency discrimination ability. Frogs that vo-
calize in the range of 350-400 Hz assess the size of the
caller based on frequency (Bee et al., 2000), where fre-
quency discrimination is on the order of 12—14%; some frogs
discriminating as little as a 5.7% difference (Wagner, 1992).

Frequency sensitive touch receptors have been described
in humans in the ranges of 5-15, 10-65 and 65-400 Hz
(Makous er al., 1995). Such vibrotactile sensory structures
have been found in primates and other large mammals, in-
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TABLE 1. Elephant group sizes and composition for each trial (where subadults are three quarters the size of a
full size adult at the shoulder and back, half being half the size of an adult, and one quarter is a range between
greater than one year old to less than half the size of an adult. A baby fits under the stomach of a full size

elephant and ranges up to one year.

Sub-
Adult adult Half Quarter Baby Total No. Playback
Unfamiliar alarm

7 5 7 5 1 25 1

8 4 4 2 0 18 2

7 4 8 2 2 23 3

4 4 5 6 2 21 4

9 0 8 3 2 22 5

3 2 4 2 1 12 6

3 1 3 3 0 10 7

8 2 2 5 4 21 Control 1
5 4 4 2 1 16 2

4 2 4 3 0 13 3

6 1 5 4 3 19 4

3 4 4 4 0 15 5

8 4 8 3 2 25 6

4 4 6 3 1 18 7

7 5 4 2 2 20 8

11 8 9 2 5 35 9

1 1 4 3 1 10 Familiar alarm 1
5 4 3 6 2 20 2

7 3 4 5 3 22 3

9 5 6 4 3 27 4

3 1 3 1 2 10 5

5 2 3 1 1 12 6

8 2 7 4 1 22 7

6 3 6 3 2 20 8

cluding elephants (Rasmussen and Munger, 1996). The abil-
ity of these touch receptors to discriminate very small
changes in frequency (2 Hz) has been demonstrated in hu-
mans and other primates (Recanzone e al., 1992). For those
species that communicate seismically (see O’Connell-
Rodwell et al., 2000a for review), the ability to distinguish
call type and individual callers has been demonstrated in the
kangaroo rat (Randall, 2001).

We have previously demonstrated that elephant vocal-
izations propagate in the ground (O’Connell-Rodwell et al.,
2000a; Gunther et al., 2004) and that elephants are capable
of detecting seismic cues (O’Connell-Rodwell et al., 2006),
but it has not yet been established whether they have the
ability to discriminate between various seismic signals. In
this study, we test the ability of African elephant family
groups to discriminate subtle differences between familiar
and unfamiliar callers within the same call type.

Il. METHODS
A. Experimental design

A series of seismic playback experiments were con-
ducted by transmitting previously recorded acoustic vocal-
izations of known context into the ground to elephant family
groups at a remote waterhole in Etosha National Park,
Namibia between the hours of 4:00 P.M. and 2:00 A.M. Ex-
periments were videotaped, and night vision used for experi-

ments occurring after sunset. Total numbers of individuals
were counted in real time, or from the videotape and a herd
composition breakdown compiled for each group (Table I) to
confirm that groups were not being treated more than once
within any one playback stimulus. Two different seismic
stimuli were delivered to determine if elephants can distin-
guish subtle differences between meaningful biological sig-
nals made in the same context (alarm) but by familiar and
unfamiliar callers. As controls, we played back a generated
warble tone or no stimulus at all. Each trial began 2 min
after the arrival of the elephants, to allow them to drink and
settle down. Following this, 5 min of base line observations
were made. Three minutes of playback stimuli was delivered,
where 15 s of signals were played seismically at the begin-
ning of each minute. A subsequent 5 min period was used to
monitor any changes in behavior.

The playback stimuli were as follows. Familiar alarm
calls consisted of three alarm calls emitted by the individuals
of one family group while lions were hunting near them at
this study site in Etosha National Park. These calls have been
shown to elicit a vigilant response (O’Connell-Rodwell er
al., 2006). Unfamiliar alarm calls consisted of three alarm
calls emitted by two different family groups in Amboseli
National Park, Kenya while lions were hunting near them.
Since these calls are rarely recorded by researchers, the fa-
miliar and unfamiliar calls used were the only ones available

824  J. Acoust. Soc. Am., Vol. 122, No. 2, August 2007 O’Connell-Rodwell et al.: Elephants discriminate between conspecific seismic calls



for this playback study. All alarm signals (familiar and unfa-
miliar) were filtered with a Butterworth bandpass filter (low
cut at 10 Hz and high cut between 50 and 60 Hz) such that
only the fundamental and second harmonic were still present
in the calls.

Controls consisted of either no seismic stimulus at all,
or a series of three simulated warble tones. The warble tones
were designed with frequency content and duration similar to
an elephant rumble. Its base frequency of 30 Hz was modu-
lated by 3 Hz at a rate of 1 Hz for 3 s, with 2 s of silence
between the three signals.

All signals were played back seismically through two
Guitammer Buttkicker LFE shakers (frequency range
5-200 Hz with 9 Hz resonant frequency), buried in the
ground 20 m from the water hole. A TASCAM digital two-
channel recorder provided the signal source for the transmit-
ters. A 1000 W amplifier was used to raise the amplitude of
the signals to a level resembl